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ABSTRACT

Student difficulty in the study of probability arises in intuitively-baseslcamceptions
derived from heuristics. One such heuristic, the one of note for this researghssthdi/of
representativeness, in which an individual informally assesses the prgtafiaiit event based
on the degree to which the event is similar to the sample from which it is dadethe degree
the event is characterized by the notable features of the system from twhidérived. Four
misconceptions were examined in this that study arise from this heuhstiegresentativeness
misconception, positive and negative recency effects, the distinction between compound and
simple events, and the effect of sample size.

Furthering the research of Fischbein and Schnarch (1997), this research geagimss
correlations between frequencies of responses to items testing for the abowaceptions and
grade level of students (7th, 9th, or 11th). A significant positive Spearman ¢onrglas found
for positive and negative recency effects and a significant negativeatimmedas found for the
effect of sample size.

Spearman correlations were also sought between correctness of studeneseapdns
perceived self-efficacy in those responses via a five-point Likel¢ ¢ each of the three grade
levels. Significant positive correlations were found for positive and negatigrag effects (all
three grades), the distinction between compound events (7th), and the represerdativenes
misconception (7th and 11th); significant negative correlations were found fofebeaf

sample size (11th) and the distinction between compound and simple events (9th and 11th).
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CHAPTER [
INTRODUCTION

Intuition is one of those terms with a variety of interpretations (Cheyne, 199Ked As
explain his or her definition of the terimtuition, chances are that definition will include words
or phrases such agat feeling instinct guessor previous experienceThe definition may even
include the concepts eftra-sensory perceptiaor ESP, or thesixth sense However viewed,
humankind sees intuition as a necessary tool for survival (Eddy, 1982).

Within the research community, one definition advocated in research seésnrasia
predictive cognitive tool used to effectively find the most pragmatic giratben undertaking a
particular task (Fischbein, 1987). Another complementary definition holds thatontpredicts
outcomes of certain tasks, both mathematical and otherwise in social cutiatbss
(Kahneman & Tversky, 1982a). Thus, researchers themselves can view intuigtoendiyt

Specifically, within mathematics, the term intuition brings up complex quergesding
mathematics as an exact science. For instance, what role, if any, ddemiptay in the
science of mathematics? What role does intuition play with games ofecimaneighing
possible mathematical outcomes against each other? Does the individual fsltmvher
personal intuition in either of these circumstances? What other sociodaisitafluences affect
an individual's mathematics decision-making abilities? Classroom matiesrteachers often
use their pedagogical intuition to determine how students may react to a queatber$’

expertise can influence their interpretations of students’ intuition. At theteaméhat



mathematics teachers are relying upon their intuition, students aregrepon their own
intuitions during a mathematics lesson.

Intuition dependency alone can, at times, lead individuals to propose connections that are
nonexistent (Greer, 2005), especially when faced with a dilemma that istedldfficult to
reason through or lacks experiential familiarity. This usually occurs vewseibéck is
theoretical, as is often the case in mathematics. Confusion in making sense alymg appl
theoretical logical solutions may look differently when empirically apipicea problem
(Borovcnik & Peard, 1996; Hastie & Dawes, 2001). When intuition is applied to an “exact”
science, such as mathematics, the complex nature of intuition may become aestsongng
tool used in conjunction with logic rather than against logic. This researghistvedtigated the
correlations, if any, between students’ misconceptions in probabilistic reasmirigeir grade
level in grades 7, 9, and 11 in a K-12 public school district.

The Definitions of Intuition

Intuition is not a term easily defined, and what definitions are used can sombéme
unclear (Fischbein, Tirosh, & Melamed, 1981). Hastie and Dawes (2001) provided arainform
description of intuition, describing it as a type of automatic thinking in whichr taklks and
thought processes can be performed simultaneously. Fischbein and Gazit (198d) define
intuition as “a global, synthetic, non-explicitly justified evaluation or pitezht (p. 2).
Fischbein (1987) defined intuition as a cognitive thinking process that appeanadeatitand
extrapolative, and different within each content area, as well as dealing saitice of
knowledge in the context of an inductive method of reasoning. Extrapolation can be seen as a
type of intuitive thinking, and quite often, mathematical statements need proof, but paoof of

statement often requires the use of extrapolation to determine what pabieza that statement.



Simmons and Nelson (2006) defined intuition as “the first answer that springs to mind
when one is required to make a decision” (p. 409). Dreyfus and Eisenberg (1982) referred t
intuition as “the mental representations of facts that appear self-evige868F). Winerman
(2005) defined intuition as “the act or process of coming to direct knowledge ontewdhout
reasoning or inferring” (p. 50). Regardless of differing definitions, therénar key elements
the definitions of intuition have in common: (a) immediate answers with little aasoning,
and (b) a perception of obviousness resulting from the thought process employed tbifeugh s
efficacy beliefs.

Fischbein and Grossman (1997) described intuition as “. . . generally the global,
subjective effect of systematic, well established, highly integratgdeséal structures” (p. 31).
They further drew differences between intuitive guesses and random guestsmpg that
intuitive guesses are previously experienced information, while random gaesseere trial
and error because of limited previous information. Thus, intuition is often descsilagyze of
cognitive thinking (Fischbein, 1987; Noddings & Shore, 1984; Sutherland, 2005) which is
“directly grasped without . . . any need for explicit justification or ineggiron” (Fischbein,

1987, p. 3). The self-efficacy beliefs that arise from information drawn fremqus
experiences are attributed to the subjective nature of intuition. These mal&etieliefs are
personal truths and, hence, may not be identical to another person’s self-efflezsy be
(Bandura, 1986).

With respect to the compendium of definitions and descriptions, this study viewed
students’ intuition as Kant (1781/1958) postulated, that “[a]ppearances are the sokevatiett
can be given to us immediately, and that in them which relates immediateéydbject is called

intuition” (p. 86). While Kant’s definition contains the two common key elements €airany



and obviousness), he differs from others with reference to the immediate mercéatisingle
object rather than the perception as a general concept. Despite inconsistetediestions of
the term intuition, mathematics is a quest for certitude that seeks deternonmeptual
knowledge strategies between different possible outcomes in solving posed problems i
mathematics classrooms (Fischbein, 1987).
Heuristics and Probabilistic Misconceptions

Research has shown that most individuals, when asked to determine an unknown quantity
or when faced with an uncertain event, rather than assessing probabiliieseoibknowns,
employ a small number of heuristics (Kahneman & Tversky, 1972, 1973; Tversky &mdahne
1974). Heuristics are simple and efficient learned rules that explain how an indnekes
quick decisions, solves problems, or makes judgments with only partial informationi¢Gi&
Griffin, 2002; Kahneman & Tversky, 1972, 1973; Konold, Pollatsek, Well, Lohmeier, & Lipson,
1993; Myers, 2007; Nickerson, 2004; Pratt, 2000; Shaughnessy, 1977; Tversky & Kahneman,
1974, 1982a). Heuristics reduce the complexity of determining probabilities of eventgpler
operations involving the person’s judgments on perceivable aspects of thos€Bversisy &
Kahneman, 1974), and therefore heuristics can be helpful to individuals emplogting
However, heuristics may also lead to systematic errors in logic thatreaite misconceptions in
thinking where probability is concerned (Cox & Mouw, 1992; Gilovich & Griffin; Kahne&a
Tversky, 1982b; Kruglanski & Ajzen, 1983; Nickerson; Shaughnessy; Tversky & Kamem
1974). Although there are several heuristics that cause misconceptions in prabedaksining
when employing judgment about probabilistic events, the heuristic of particydartance to

this study is that of representativeness.



Representativeness is one of the most often used heuristics in probabiisyresse
(Kahneman & Tversky, 1972, 1973). An individual employing this heuristic evaluates the
probability of an event based on the degree to which the event is similar to the sac®wle spa
from which it is selected (Bar-Hillel, 1982; Gilovich & Savitsky, 2002; Kahnemdmeglerick,
2002; Kahneman & Tversky, 1973; Kruglanski & Ajzen, 1983; Shaughnessy, 1977, 1981;
Tversky & Kahneman, 1974) or the degree to which the event is characterized bylie not
features of the system from which it is derived (Fischbein, 1987; Kahneman & TvE9313y
Shaughnessy, 1977). For example, in the research of Fischbein and Schnarch (1997), when
asked which was more likely of a person given a description of that person, stuckeedstte
assume more about the person, based on the person’s interests that were prostenettlyih
the question. Those two manifestations of the representativeness hewiatitharroot cause
of probabilistic misconceptions.

Helping students overcome these probabilistic misconceptions is of greatanuean
the mathematics classroom, and steps have been taken to see that instruction iityprobabi
addresses these misconceptions. The state of Alabama aligns a portion of @®tsudy
documentAlabama Course of Study: Mathemat{2603), to standards put in place by the
National Council of Teachers of Mathematics (NCTM) (2000), and the documetséfiat
alignment by demonstrating ways and methods that teachers can teach tetbastdifindards.
Data Analysis and Probability, one of NCTM’s content standards, is impletnanéeery level
of K-12 education. Beginning with the middle school grade levels, this document includes
implementation in the classroom of concepts that are the source of probabilisbage®ions;

these concepts include compound events, combinations, and independent and dependent events.



The misconceptions of concern in this study were the following: (a) the
representativeness misconception (Bar-Hillel, 1982; Fischbein, 1987; Fischieinn&rch,
1997; Gilovich & Savitsky, 2002; Kahneman & Frederick, 2002; Kahneman & Tversky, 1973;
Kruglanski & Ajzen, 1983; Shaughnessy, 1977, 1981; Tversky & Kahneman, 1974); (b) the
negative recency effect, also known as “the gambler’s fallacy” (Coxo&wW] 1992; Fischbein
& Schnarch; Fischhoff, 1982; Gal & Baron, 1996; Shaughnessy, 1981), along with the positive
recency effect (Fischbein, 1975; Fischbein, Nello, & Marino, 1991, Gilovich, Vallone, &
Tversky, 2002); (c) the distinction between simple and compound events (Cox & Mouw;
Fischbein & Schnarch; Lecoutre, 1992; Lecoutre & Durand, 1988; Quinn, 2004; Rubel, 2007,
Tversky & Kahneman, 1982c); and (d) the effect of sample size in determinirappitods
(Bar-Hillel; Fischbein & Schnarch; Tversky & Kahneman, 1974, 1982c). These pisti@bil
misconceptions are examined further in the review of the literature.

Statement of the Problem

Probability is a difficulty mathematics topic for students in the middle-hagid-school
levels. Misconceptions exist and persist in student thinking where probability isreethcd o
better understand the misconceptions students have in the study of probabiliipjrexaow
the misconceptions are related to grade level will keep researchersadfbynproviding them
with some information on the topic. Examination of the misconceptions may also suggest w
to combat these misconceptions in the classroom. This research was informedkby pieces
of research, Fischbein and Schnarch (1997) and Rubel (2002), which also examined

misconceptions by means of similar methods.



Purpose of the Study

The first purpose of this study was to determine if the appearances of certabilstoba
misconceptions were related to grade level for students in middle- and haybl-gcade levels.
The second purpose of this study was to determine if student achievement in tla# study
probability with respect to these misconceptions was related to Sedesffat three different
grade levels (7th, 9th, 11th). The research’s first purpose was informed byestach on the
topic, namely Fischbein and Schnarch (1997) and Rubel (2002). The research’s second purpose
has not been studied with respect to probabilistic misconception, so this reséaadd o the
knowledge base by addressing concerns not yet studied.

Research Questions

There were two questions for this research study. They included the following:

1. What is the relationship between students’ 7th-, 9th-, or 11th-grade level araf eac
the four intuitively-based probabilistic misconceptions of the represemtasigenisconception,
positive and negative recency effects, the distinction between compound and sim@geagknt
the effect of sample size; and

2. What is the relationship between students’ responses in the 7th-, 9th-, and déth-gra
levels, to questions involving probability tasks and their perceived self-gfficanswering
those questions?

Methodology and Data Collection

A survey, adapted from earlier work by Fischbein and Schnarch (1997), wassaerathi
to participants in 7th-, 9th-, and 11th-grade levels at three schools in a largesghbbl district
in central Alabama. This survey had four probabilistic reasoning questioneatktigdetect

the presence of four intuitively-based probabilistic misconceptions derivedtesm



representativeness heuristic. The survey also included a five-point Likeritsoaconcerning
participants’ self-efficacy for each of the four questions.

Data from this study were compared in a limited manner to that collectéddhbein
and Schnarch (1997); the limited comparison is due to the descriptive nature of tiséirssta
Fischbein and Schnarch compared percentages of students providing the cohectatic!
response to each question across grade levels and made informal assedsyaéntsrelations
between grade level and responses to the mathematical items based on teoseges. The
data collected was analyzed using SAS 9.2, and Spearman correlatiomnvpteed to
determine the correlative nature of the grade level of the participants aag#rosipants’
responses to each item on the survey. A Spearman correlation was also used to compute the
correlative nature of the participants’ responses, within individual gradks]éo each item on
the survey and their perceived self-efficacy in responding to those items.

Definitions of Terms

Compound evenAn event consisting of at least two outcomes of an experiment (Jaynes,
2003).

Event Any subset of the sample space of outcomes of an experiment (Jaynes, 2003).

Heuristic A simple and efficient learned rule explaining how an individual makes quick
decisions, solve problems, or makes judgments with only partial information (Kah&eman
Tversky, 1972, 1973; Shaughnessy, 1977; Tversky & Kahneman, 1974, 1982a).

Intuition: The appearances or aspects of a single object immediately perceived and
related to the object (Kant, 1781/1958).

Probabilistic misconceptionsncorrect notions or conceptions regarding questions

dealing with probability (Rubel, 2002)



Probability: The study of mathematics in which events are assigned a numerical value
between 0 and 1, inclusive, that indicates how likely the event is, with numbers wiigr sma
values corresponding to less likely events than events with numbers with latgesr (daynes,
2003).

Probability of an eventA number between 0 and 1 assigned to an event, which is the
ratio of the number of favorable outcomes to the total number of outcomes of an experiment
(Konold, 1991).

Representativenesa heuristic in which an individual assesses the probability of an
event based on the degree to which the event is similar to the sample space ftomig/hic
selected or the degree the event is characterized by the notable featiueesysteam from which
it is derived (Bar-Hillel, 1982; Fischbein, 1987; Gilovich & Savitsky, 2002; Kahneman &
Frederick, 2002; Kahneman & Tversky, 1973; Kruglanski & Ajzen, 1983; Shaughnessy, 1977,
1981; Tversky & Kahneman, 1974).

Sample spacélhe set of all possible outcomes of an experiment (Jaynes, 2003).

Self-efficacy“people’s judgments of their capabilities to organize and execute cairses
action required to attain designated types of performances” (Bandura, 1986, p. 39gnfarjud
of one’s capability to accomplish a certain level of performance” (Bandura, 1986, p. 391).

Simple eventAn event consisting solely of one outcome of an experiment (Jaynes,
2003).

Limitations of the Study

This research study did have limitations. First, the research was perfoitnieca

single metropolitan school district. Thus, the results of this study could only baligssteto

the population of students in this school district or districts with similar demogsaphi



Depending on various factors, participants from other districts or geogragcails may react
differently to the same survey items for this research. In tandem, more ditgteat
populations potentially may respond differently than the students in the current study

A second limitation is that the sample for this research study was chasen as
convenience sample. Randomizing the sample may help to generalize the resudtstofiyhio
other populations. Since a large sample size was ideal for this study, marstudergs would
need to be surveyed in order to be able to draw a random sample that was as largeraddbe s
used in this study.

A third limitation is that students volunteered to participate in the studyhwingy skew
the data slightly from that of a more homogeneous pool sample of student participarntsy &
more diverse group of students may also yield results that are more easitglized to other
populations, just as randomizing the sample may produce a similar effect.

A fourth limitation is that the study’s investigation results only focused on the
correlations between the variables. While many studies have investigasad redationships
between variables, the inclusion of combining correlations between variabldgpoovibe
alternative consideration to understanding mathematical probability chdtcgeslly, for this
type of investigation, the development of a relational survey instrument would lssaigce

A fifth limitation is that the researcher coded all responses to the oped-sudiey for
the pilot study. Multiple readers of the same items may have arrivedeaediftonclusions for
students’ responses. Having multiple readers code the responses would hagednater-

rater reliability and strengthened the pilot study data.
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Assumptions of the Study

1. The participants of this study interpreted items in the way intended byséaeateer
and the authors of the instrument to the best of their abilities.

2. The participants of this study answered items based on the way they understood the
problems present in the items on the instrument.

3. No outside influence was given to participants in answering the items on the
instrument.

4. Observations between the pilot study and the research study were independent. No
students talked to each other about the surveys between the pilot study and tble sasear

5. Students taking the multiple choice and open-ended surveys were tested
simultaneously but were seated separately during the pilot study datioall

Summary

Chapter | introduced probability, intuition, and intuition’s influence on probabilistic
misconceptions. The discussion included the purpose and research questions ofrtie resea
study. Chapter Il provides a review of the literature that supported thetib@dramework for
this study. Chapter Il provides a detailed description of the methodology thahplamented
in data collection and analysis. Chapter IV provides the results of the sthdpte€CV provides
a discussion of the findings of the study, including an interpretation of the resultsatmopls of

the study, and possibilities for future study.
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CHAPTER II:
REVIEW OF THE LITERATURE

The purpose of this research study was twofold: first, to investigat®nslaips existing
between perceived mathematics probability misconceptions among studeet3th-, 9th-, and
11th-grade levels; and second, to investigate relationships existingebettuelents’ perceived
probabilistic misconceptions and their self-efficacy beliefs with inmeiithathematics
probability. This chapter includes sections on (a) the difficulties of probaibiliKyl12
education, (b) mathematical intuition and its characteristics, (c) intuitiol®sn probability, (d)
intuition and rationality, (e) prior research for the proposed study, (g@septativeness and its
four associated misconceptions, and (g) mathematical identity and sedicgffi

The Difficulties of Probability in K-12 Education

Probability is one of the most difficult concepts for students to learn in the neattbem
classroom (Greer, 2001); however, research into the misconceptions students ave in t
conceptually difficult area of mathematics is fairly recent, with itts¢ $tudies conducted in the
1970s by Kahneman and Tversky and Fischbein (Garfield & Ahlgren, 1988; Konold, 1991).
Prior to the 1960s, conventional wisdom and underlying assumptions in research wesme that
individual's everyday reasoning, when confronted with uncertainty in spetifatisins, was
similar to that of statisticians (Peterson & Beach, 1967), meaning thatpaepkd statistics
using perfect logic, as precisely what they were rather than loading amabées expectations

onto them. Research indicates that this reasoning is often flawed due toiltislgyaf only
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limited information, experience, and the use of several heuristics that peepternake

decisions (Fischbein, 1987; Kahneman & Tversky, 1973; Konold, 1989). The most widely used
of these heuristics is representativeness (Kahneman & Tversky, 1972, 1973), buethere a
several others that are used. Some of those heuristics include availabilitychrewhndividual
assesses the probability of an event based on how easily it is to think of inthahees
representative of or reflect the event (Fischbein; Schwarz & Vaughn, 2002; Shesygli®g'7;
Tversky & Kahneman, 1974, 1982a); anchoring and adjustment, in which an individual estimate
the probability of an event by adjusting some potentially unrelated piece ahatfon (Tversky

& Kahneman, 1974); the time-axis fallacy, in which an individual has difficultysagsg the

effect on a conditioning event by the event it conditions (Fischbein, 1999; Shaughnessy, 1992);
and the outcome approach, in which an individual tries to assess the probability of dyyevent
successfully predicting the outcome of a single trial of the event (Konold, 1989)e sk
heuristics can provide estimates of probabilities when faced with uncegalmigations occur

in tandem with the experiences of the person using them. Consequently, the result#ioécog
estimations employing the heuristics can often be at odds with the a@mnatiedn which the
heuristics are being applied (Konold, 1991).

Over the past twenty years, probability has received much more attenticdile-naind
high-school mathematics education (Batanero, Godino, & Roa, 2004; Ebersbach &ingilke
2007; Keeler & Steinhorst, 2001; Schlottmann, 2001), primarily due to efforts by NEZqod)
to include the study of probability in their K-12 mathematics curriculum. Prolyatilist be
taught at the middle- and high-school levels so that students can be exposedricaitseimt
while they are still developing probabilistic reasoning (Schlottmann, 2001fr)jatien has been

found to have a positive effect on misconceptions in mathematical understandinge@e&-Z
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Star, 2001; Fischbein & Gazit, 1984). Having a working knowledge of probability es ey
in several areas of study. Probability plays a prominent role in the studygfdisaiplines,
including business, biology, and statistics. People are inundated with informationamthef f
probabilities with respect to health insurance, automobile warranties, antdssaents for
various products.

The appearance of probability and statistics in many facets of life |lleasiike
expectation that entering college freshmen have an understanding of ptpleabitepts, has
caused mathematics educators to advocate the need to include a probability focdslf the
curriculum. NCTM (2000) has suggested state and national mathematicsdgaheainclude
the learning of probability thinking throughout grades K-12. Due to the difficsitietents
have in dealing with and understanding probability (Garfield & Ahlgren, 1988), ttaasiasds
sought to implement the teaching of probability that will effect changeidests’
understanding of probability.

What makes probability a difficult topic both to teach and to learn? There aredgmir m
probability attributions that contribute to this difficulty: (a) the number éidnt ways to think
about probability problems; (b) the theoretical nature of probability and the distionnec
between theoretical and experimental results; (c) the abstract thiekjnged in the study of
probability; and (d) the different formulations of the study of probabilisp{Awall & Shaw,
2000; Borovcnik & Bentz, 1991; Cosmides & Tooby, 1996; Garfield & Ahlgren, 1988; Konold,
1989; Schlottmann, 2001). The first attribution refers to the different ways an indigatual
approach solving problems involving probability. For classroom students, a degree of
experiential knowledge using probability strategies already exists.ewycritical thinking is

required for transferring that experiential knowledge to new situationsudnelct areas (Dawes,
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1988; Halpern, 1998, 1999); this critical intuitive cognitive process is often overlookeglularre
classroom instruction (Ebersbach & Wilkening, 2007; Hawkins & Kapadia, 1984; Schlojtmann
Specifically relating to mathematics, the study of probability would reqiudents to be
clearly guided through instruction in probable cause thinking. Such an instructethaidm
would require a mathematics teacher who is adept in probability conceptual thongimge:
struggling students toward strengthening their intuitive probability choicasthése
mathematics classroom teachers who are ill-adept in theoreticabpitgb&urther research in
providing appropriate professional development opportunities needs to be conducted@Batane
Godino, & Roa, 2004; Castro, 1998; Garfield & Ahlgren, 1988; Keeler & Steinhorst, 2001).
The second probability attribution that makes probability more difficult to teach
students is the disconnection between theoretical and experimental resultagg ¢Boirovcnik
& Bentz, 1991). For example, students may think that a coin would land on heads half the
number of times the coin was tossed regardless of the number of tosses, or thatig tessed
on the coin, the next toss necessarily would result in the coin landing as tailss dhisstance
where a student’s intuitive reasoning leads to inappropriate probability @rdgmThrough
instruction, a teacher can demonstrate students’ intuitive reasoning in ptglmaéy not always
be correct by posing a question regarding how many times heads would obcan widd
number of tosses. Using this probability question, students may realize thiéverreasoning
choice is situational and not absolute. Such probability questioning highlights the disiconnec
between theoretical and experimental reasoning. Thus, conflicting eepésirmtuitive
reasoning with theoretical probabilities usually occurs with a student®dmonceptual
intuitive reasoning. The purview in strengthening the conflicting disconnectiorstifematics

instruction should be advocated within the curriculum.
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A third probability attribution, the abstract thinking used in the study of protyabili
requires an individual’s ability in higher order abstract thinking. While mostches of
mathematics and most mathematics equations require an abstract thinkisg,drere are
instances when this is not the case. Konold (1989, 1995) described a method of informal
reasoning that he called the “outcome approach” in which students tried to grediclt
outcomes of an experiment. For example, a student who implemented this tysooinga
when asked if a six was likely to be rolled on a single die, interpreted thgouas a request to
predict the outcome of rolling the die once; when a six was rolled, the studktitagahe six
was very likely to be rolled, despite the fact that this was not the case. Thestulde thought
about probability in this way reduced their responses to merely “yes” or “spdmees rather
than determining probabilities attached to the outcomes. This method of inforewadingawas
an attempt to make intuitive predictions in real world situations, but in the realraasétical
probability, this method lacked validity (Konold, 1989). For instance, graphingctdn gives
an equation a certain amount of concreteness, but there are different wayk &dbthit that
mathematical function; there still does not remain one formula or method whigrholn
describe and illustrate a probability result.

The fourth probability attribution, the different formulations of the study of prbtyabi
refers to the difficulty in there being not a single “calculus of probgb{ifosmides & Tooby,
1996, p. 2) (i.e., a mathematical basis for the study of probability). Konold (1989, 1991) posited
a number of probability results reflecting this difficulty: probabilityséxin many forms and
meanings. The classical interpretation, for instance, assigns an exenbar equal to the ratio
of the number of favorable outcomes to the number of total outcomes of the event. The

frequentist or experimental interpretation assigns the same ratio as liassieat interpretation
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except when conducted in an actual experiment rather than a theoretical tatierprer he
subjectivist or personalist interpretation indicates the degree to whichoa pelgeves an event
will occur (e.g., coin tossing). These variations in seeking probability choaeoccur either in
calculus or in discrete mathematics where backgrounds often differ.

Teaching probability can be a challenging task, and therefore a teacteis to assist
students in overcoming their difficulties in comprehending probability and helpidgras
recognize the perceived incongruities with theoretical and experimentahiegef probability.
When engaging in teaching probability, priority must be given to students’ leveagfiiiging
ratio and proportion needs examining, since these concepts are used in calculating and
interpreting probabilities, and they form a cornerstone of mathematicahnegskills (Cramer,
Post, & Currier, 1993; Garfield & Ahlgren, 1988; Hines & McMahon, 2005; NCTM, 2000). To
address misconceptions students are guided to recognize and confront common &rrors wit
their intuitive probabilistic reasoning. Ciritically reflecting on theginceptions, students were
better able to develop appropriate alternative cognitive thinking skills wheredhéwpnted
probability tasks (Borovcnik & Bentz, 1991; Scholz, 1991). To create situations that néprese
the students’ current world views, the inclusion of concrete examples during prgbabilit
instruction helped to differentiate between theoretical and experihsgnttions (Aspinwall &
Shaw, 2000; Fischbein, 1975; Garfield & Ahlgren; Hawkins & Kapadia, 1984; Konold, 1994).
Including such strategies during mathematics classroom instructicedh@ipmote meaningful
learning regarding probability skills that continued developing in later schadégyr further
ensuring students had appropriate grounding and greater confidence in thgitaabrigage in
probability when they enrolled in college mathematics courses (Aspinwdlbg/;IHawkins &

Kapadia, 1984; Konold, 1994; Shaughnessy, 1977).
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Probability is a conceptually difficult branch of mathematics. Classteanhers who
instructionally include the following four probability attributes can inaealsir students’
probability-strategic knowledge: (a) the number of different ways to think aboutirtyba
problems; (b) the theoretical nature of probability and the disconnection betweestitdad and
experimental results; (c) the abstract thinking required in the studyplodipiity; and (d) the
different formulations of the study of probability. Having knowledge of tkeseces of
difficulty, teachers can attempt to effect change in students’ undersgamigprobability through
various instructional strategies.

Mathematical Intuition and its Characteristics

As mentioned in the previous section, the study of probability is difficult due tewvék |
of abstraction and the disconnection between experimental and theoreticalafgstdtzability
simulations. Some degree of knowledge about probabilistic situations must beceibybit
students (Konold, 1991), and this is often in the form of intuition. The study of intuition, in
particular the intuitively-based misconceptions that arise in student thinkingeissaey since
intuition is vital to an understanding of the intricacies of problems that involve plibbabi
(Frantz, 2005).

The definition of intuition is a conscious term individuals assume knowing but often find
little consensual agreement with others in meaning. Intuition research dawlied as a
psychological cognitive thinking concept, as well as studied within contexttiabsesuch as
Kant’'s (1781/1958) axioms of intuition. Kant posited that mathematics would not be possible
without certain intuition knows priori during development of those mathematics. Sutherland

(2005) suggested that Kant’'s axioms of intuition are derived from personaiegxygein and
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with the world and subject to an individual’s personal biases and misconceptions in the way he
or she experienced the world (Greer, 2001; Sosa, 2006).

Haslanger and Saul (2006) found that individuals’ intuition perspectives are often
naturally occurring socially constructed categories, such as rageaddr. Those socially
constructed categories changed over time as more experiences contribypehtirey those
categories. Hence, these categorizations were not reliable in cgpgh&imeaning of the terms
associated with the study of probability (Haslanger & Saul, 2006). Intuition can ledappl
everyday situations in order to make those situations easier, but individual’'s into#ons
misrepresent intuitive connections that do not exist in the situation (Greer, 200%), or b
contradicting what is believed to be intuitively true with the existing inébion (Fischbein,
1987).

Intuition, as part of human beings’ rational thinking process, is absolutelysaeges
(Greer, 2005), and it is used to support a variety of situations. For instance, int@tidres c
used to predict the outcome of an experiment (Van Dooren, De Bock, Weyers, & Vietschaf
2004), to make comparisons between objects (Chiu, 1996), or to choose between different
alternative possibilities of a task (Simmons & Nelson, 2006).

Intuition, in mathematics, is primarily used as a bridge between matkahtancepts
and the real world (Fischbein, 1987; Isaacson, 1994; Parsons, 1994; Van Dooren et al., 2004), as
well as used to formulate the axioms upon which mathematics is built (FischbeinKa887;
1781/1958). Fischbein’s research drew a large distinction between any elnepideace,
namely real objects and occurrences, and mental objects such as constalsignde

mathematics-like systems of logic (Fischbein, 1987; Van Dooren et al., 2004)iduals intuit
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attempts to make sense of objects or occurrences from the real world jpgrzgmhem to or
using objects or methods from the world of mental objects (Fischbein, 1987).

That individuals make this connection between objects in the real world and objects in
the world of mental objects was further confirmed by Van Dooren et al. (2004), whoidetérm
that students employing the intuitive rules of ‘More A-more B’ and ‘Sansarie B’
consistently made fewer errors than students who did not answer the saneguesti
systematically. According to Fischbein (1987), intuitions arose as adaptatitwesi@frner’'s
environment and were shaped by the experiences of that learner. Resudtedhitiat intuition
could easily mislead individuals who were looking for patterns that did not(Eisshbein,

1987; Fischhoff, 1982; Myers, 2002)—for example, a pattern of natural numbers whosesfirst f
terms are consecutive powers of two fails to continue in that way beginnindhevisixth term

(see Parker, 2005). Therefore, each learner garnered his or her own intuitiohssand t
intuitions could—and often did—vary from learner to learner (Borovcnik & Peard, 1996;
Einhorn, 1982; Sosa, 2006).

A guestion Fischbein (1987) proposed is if intuitions were adaptive, how did individuals
fail in so many situations where weighing probability choices was arfad®art of the answer
seemed to lay in that being adaptive, intuitions did fail in part, but over the longraritions
adjusted to accurately depict the situation (Myers, 2002). Another part of the avesiibiat
intuition did differ from person to person because of individual’s unique social expeyieRor
every person whose intuitions were appropriate for a particular task, thelenegalbeen one
hundred individuals whose intuitions did not developed in the same way (Myers, 2002).
Experience is an important factor in developing intuitions. Another reason failtire Df

intuition was trying to adapt the faulty real situation to an ideal probab#istation, with the
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obvious problem being that reality does not often follow an ideal path (Borovcnik & Bentz,
1991; Greer, 2001).

Although Fischbein (1987) identified that students came into the classroom mrith pr
knowledge about probability, he was a proponent of teaching probabilistic reaspsindents
through activities in the classroom in order to hone that knowledge derived from prior
experiences (Fischbein, 1975; Fischbein & Gazit, 1984; Mariotti & Fischbein, 1997). The
teaching of probability often leaves probability in the realm of abstradtitiy; providing
activities in the classroom gave students a hands-on approach to determinindipeshatoi
events, which in turn augmented probabilistic intuition. Fischbein and Gazit (1984) mropose
their view for the use of activities in the classroom, which summarized ttvelest of all such
proponents:

Our point of view is that new intuitive attitudes can be developed only through the
personal involvement of the learner in a practigad] [activity. Intuitions (cognitive

beliefs) cannot be modified by verbal explanations only. Therefore, a teaching
programme which intends to develop an improved and efficient intuitive background for
probability concepts and strategies, along with the corresponding formalddgmy|

must provide the learner with frequent opportunities to experience actively, even
emotionally, stochastic situations. In such situations, the learner will cohfsont

plausible expectations with empirically obtained outcomes. (pp. 2-3)

The combination of students’ intuitions, based on previous knowledge and experiences, and new,
hands-on approaches to probability can guide students to hone their intuition skitbsiding
them with available situations to view future decisions regarding probaltitprediction.

Fischbein (1987) cited eight intuition properties: (a) self-evidenc@t(b)sic certainty,
(c) perseverance, (d) coerciveness, (e) theory status, (f) extregodss, (g) globality, and (h)
implicitness. Of these, self-evidence and intrinsic certainty wersvitheharacteristics that

often led to confusion in student probabilistic reasoning (Fischbein). Despite tfez&rdies,
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all of the definitions given in the first chapter of this paper featured the pyageself-evidence.
By self-evidence, Fischbein (1987, 1999) meant that when a statement was positeeldioes
that person understood the statement to be true without any proof or justificationtahd tha
statement was self-explanatory. Many mathematical statemerdgsl&evident despite the fact
that the proofs for those statements are simple; examples of such stataciedésthe
following: (a) every whole number has a successor (Fischbein, 1987, 1999), (b) egecstii
be divided into two parts (Stavy & Tirosh, 2000), and (c) two lines parallel to aitierdre
parallel to each other (Fischbein, 1987).

Intrinsic certainty, on the other hand, was slightly different than self-exécéfthe two
properties] are highly correlated but they are not reducible one to the othehb@tiscl987, p.
45). Intrinsic certainty was a feeling of certainty that students hadivatmathematics of the
statement posited to them. When a student felt that a mathematical statesieatrect, that
student viewed the statement as having intrinsic certainty. Confidence iraos@/er to a
guestion or belief in the accuracy of a mathematical statement was ayjmaisyrmous with
intrinsic certainty.

Additionally, intuitive cognitions that seemed self-evident often, for the studel not
require any sort of necessary justification while intuitive cognitions ttthtrttansic certainty
seemed to have a fairly easy explanation, although those cognitions may nio¢&iase!|f-
evident (Fischbein, 1987). Students were certain of many of the theorems aimhedgbat
were used in everyday mathematics classrooms despite the fact that thoesms$hend
equations may not have been self-evident (Fischbein, 1987; Fischbein, Tirosh, & Welame
1981). Students felt that statements were self-evident even though they rhayenbeen sure

that the answer they believed was correct was, in fact, the correct onproblesn that these
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two cognitive intuitions created for students was that they led students tgslaTtiain types of
problems without delving deeper into the structure and the intricacies of those [s;cdoheinthis
often led to a misunderstanding of those problems.

The other properties that also characterized intuition, as noted from étrs¢h887),
helped to shape the perception of intuition, but they did so to a lesser degreédf-nadesgce
and intrinsic certainty. Perseverance referred to the ability of intutiopsrsist once
established, and formal instruction generally did little to change intuitinoepions.
Coerciveness referred to the ability of intuitions to make individuals disregasctioide
alternate answers to mathematical statements. Theory statuededethe ability of individuals
to take intuitive statements, whether correct or incorrect, and make them wecsahi
statements rather than into specific statements for the experintemtdatextrapolativeness was
closely related to theory status in that it was the ability to transhendformation at hand by
generalizing the data into a somewhat universal scenario. Globadityectto the ability of
individuals to apply intuitive realizations to parallel situations in which theyenanay not
have applied. Finally, implicitness referred to the ability of individuals to utiquexgly
believe their intuitions despite the fact that the statements may not haviatiogesely obvious.
Each of these properties characterized intuitions, and no one of the propertiesuths di
reducible to any of the others.

Mathematical intuition is necessary in the study of mathematics, buttiison must be
given time in order to develop (Fischbein, 1987). The problem with developing intuition in
students, though, is that intuition is based on experience, making the intuition of one student

markedly different than that of another. Despite this, intuition is charasddnzthe properties
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of self-evidence, intrinsic certainty, perseverance, coerciveness, gtatuy, extrapolativeness,
globality, and implicitness.
Intuition’s Role in Probability
Bunge (1962/1975) suggested the role of intuition in learning mathematics as “the
intuitionist thesis of mathematical intuitionism”:

Since mathematics is not derived from either logic or experience, it mgisiabe in a

special intuition that presents us the basic concepts and inferences of mathasmat
immediately clear and secure. “A mathematical construction ought to be sdiaterte

the mind and its results so clear that it needs no foundation whatsoever” (Heyting, 1956,

p. 6). We should consequently choose as basic notions the most immediate ones, such as
those of natural number and existence. (p. 39)

Bunge’s mathematical intuition, much like that of Kant (1781/1958), forms a cornenstibree
construction of all mathematics, and it can be particularly useful to validdteaduanced
mathematical constructs as the axioms of set theory. The intuitionist dh@sathematical
intuitionism is applied to learning all mathematics, including probabilityth ¥iis intuition,
individuals have an a priori understanding of mathematical objects such as nanérstepes
in geometry (Parsons, 1994; Resnik, 2000; Sutherland, 2005).

Intuition seems to be a perfectly viable solution to most problems, but in the realm of
mathematics, where proof is essential, intuition seems to play a muchrswialie what is
demonstrated publicly. However, mathematicians use intuition in their privateavioelp
them determine what methods of proof may be applicable to their work at hand. \(tt tes
the importance of proof in the mathematics classroom, Jaynes (2003) saidrésgiciasible
scientist...will not assert the truth of a general principle, and urge othad®pt it, merely on
the strength of his own intuition” (p. 144). However, most proof begins with some intdition

each student must be able to make some educated guess about where a proof begingy Probabi
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may be most useful in mathematics, primarily because of its practicadampls and broad use
in multiple disciplines. Probability exchanges are in games of chaeellaas in sporting
events, such as in baseball players’ batting averages, fielding perceataged, run average, et
cetera. Modeling weather patterns, planning finances, and determinitigsl&ngwarranties on
vehicles are other examples of daily probability dependency.

Probability is a branch of mathematics where students must rely upon intuitioiiomnt
plays a key role in students' thinking about probability that can have eithetigagposnegative
effect. All students have some sort of intuitive notion about probability, but sometiates t
notion caused a misunderstanding of the material (Shaughnessy, 1981). A thorough knowledge
of probability guided a student’s skillfulness on applying which intuitive and progieghablem
solving strategies helped to address the dilemma, as well as to enhantierretf that choice
for future problem solving (Fischbein, 1999).

Intuition and Rationality

Individuals tend to trust their intuition rather than other thought-out courses of action,
even when information that contradicts their intuition is available (Denes-Easéein, 1994;
Kirkpatrick & Epstein, 1992; Simmons & Nelson, 2006). The bias toward intuition is apparent
but where does this bias originate? Much of the research on this topic suggesteditivat
bias originates in the interaction between two systems of the mind (Cloninger, 20@,Eps
1994; Epstein, Lipson, Holstein, & Huh, 1992; Kahneman, 2003; Myers, 2007; Simmons &
Nelson; Sloman, 1996, 2002; Stanovich & West, 2002).

The first system, referred as the intuitive system, is “a relatefébytless system that
relies on prior knowledge, judgmental heuristics, immediate experience, aadiafbrder to

rapidly and crudely assess the decision alternatives” (Simmons & Nelson, 2006, p.l4689). T
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system was one of implicit learning (Cloninger, 2006; Myers, 2007) that egliitie effort,

was fast, and was automatic (Myers, 2007; Simmons & Nelson, 2006). The intuitive,syste
characterized by feelings and emotions (Myers, 2007), ultimately ovemgdatsonal thought
concerning the decision at hand (Schwarz, 2002). The intuitive system alloweduativb

make quick decisions based on a cursory evaluation of options and a quick judgment. Objects
were similar in the intuitive system based on the perceived simithatyhad to previous

objects (Sloman, 2002).

In direct opposition to the first system, the second system is referrechi rasional
system. Simmons and Nelson (2006) described this system as “a slower, effstiuice-
dependent, rule-based system that monitors and updates [the intuitive systezsShass in
light of information that [the intuitive system] neglected to consider” (p. 410). sistem was
one of explicit learning (Cloninger, 2006; Myers, 2007). Two underlying principles of the
rational system are that it was productive (i.e., the system could eacpaeimber of
propositions) and that it was systematic (i.e., the fact that the systemeoacolde certain
propositions implied an ability to encode other related ones) (Sloman, 2002). The rational
system also corrected any decision, judgment, or course of action decidetiropgh use of
the intuitive system solely (Kahneman & Frederick, 2002). There is a cailedhiw system in
that individuals can be led astray by their intuition, even in light of information cloctirey
their intuition (Denes-Raj & Epstein, 1994; Kirkpatrick & Epstein, 1992; Simmons &ddg!
Such occurrences were viewed as failure of the rational system sutlgesstecting the
individual’s intuitive system (Simmons & Nelson, 2006).

The intuitive system often overrode the rational system. There were thresteagg

reasons for these occurrences: (a) individuals either were unmotivat@énmide what

26



corrections should be made, (b) the intuitive system was an emotionallyegtsygiem with an
individual's vast life experiences which relied on whatever worked in the pasfch

individuals were unable to process the information sufficiently to correattiliéve system

(Myers, 2007; Schwarz, 2002; Simmons & Nelson, 2006). Individuals often chose to rely upon
their intuitive reasoning system (Gilbert, 2002; Tversky & Kahneman, 1974). \etuiti

emotions, in these situations, were much more powerful tools than logic, resulimgsty

decision to follow one’s intuition (Armor & Taylor, 2002; Schwarz, 2002).

The intuitive system (emotional), more primitive than the rational systenc dog
abstract thinking), was just as capable of influencing probability choidbe agtional system
(Kahneman & Frederick, 2002). Gradually, rational processes moved into theergygtem as
skill was developed in rational thinking, and the rational system corrected iartbnsking
derived from the intuitive system (Kahneman & Frederick, 2002). For this rehsaniitive
system was of particular importance within this research.

There are two systems of the mind: the rational system, where logic d@ratethsnking
occurred, and the intuitive system, one characterized by emotion. The intustiem yften
overrode decisions made by the rational system, and it is in the intuitiversybre most
probabilistic misconceptions arose (Cloninger, 2006; Epstein, 1994; Epstein, Lipsstejiidt
Huh, 1992; Kahneman, 2003; Myers, 2007; Simmons & Nelson; Sloman, 1996, 2002; Stanovich
& West, 2002).

Prior Research for the Study

Fischbein, Tirosh, and Hess (1979) tested the persistence of student misconceptions

involving the concept of infinity. In that research, students in fifth through nintlegrad

responded to 10 questions, some divided into multiple parts, concerning different akpects
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infinity. The series of questions, in a survey format, were generally bduken into two, four,
or five groups based on similarity of the questions. Data results were pgesewithin the
respondents’ grade levels, with general trends observed by the researcher

The study of intuitively-based probabilistic misconceptions arose out ofuithe aft these
heuristics and the systematic errors in thinking about probability. It is tntbege heuristics
that most probabilistic analyses are made, and it is in these heuristicamdsnerobabilistic
misconceptions originate. This current research study was an extension tabstudy by
Fischbein and Schnarch (1997) on intuitively-based probabilistic misconceptions.r Biutgi
on probabilistic misconceptions, students in Israel who had not previously receiviedraaly
instruction in probability were asked to assess situations involving probabiitgnty students
in each of 5th-, 7th-, 9th-, and 11th-grade levels, along with 18 college students who were
prospective teachers specializing in mathematics, were investigatddithiagrade students
were in the average ability level of the three levels of instructiomaelishigh schools, and the
sample of students reflected a broad range of students with respect tocumiaiedevel and
cultural background. Fischbein and Schnarch’s research mirrored the templatehbeH,
Tirosh, and Hess (1979) as it gave those students a questionnaire consistenesfa seven
guestions, two of which had two parts, all related to common intuitively-based prsioabili
misconceptions. Students wrote their answers to each problem.

The data gathered from that study were used to determine informahtonelfor each
misconception between grade level and the presence of the misconception basetuoieniis
answer to the question testing for that particular misconception. Percentageteots who
answered a question correctly and percentages of students who answered a questsatly

were reported within each grade level, with general trends observed bgdhechers. In
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addition, results noted whether students chose the correct mathematical @ntwe answer
reflecting what was called the “main misconception”. No formal coroglsitwvere determined in
this previous research as it was the first part of a planned, multi-stagecteproject.

The results from Fischbein and Schnarch (1997) for the misconceptions that were
relevant to this research study were as follows: for the item thad @stine representativeness
misconception, which asked students to judge what combination of six digits was mgrelike
win as a lottery combination, the trend was for the misconception to decreaseewitdfabe
students in the fifth-grade level, 70% thought the combination with the non-consecutiveraiumb
had a more likely chance of winning, and for the remaining 7th-, 9th-, and 11th-gvatg |
along with college undergraduates, those percentages were 55%, 35%, 35%, and 22%,
respectively. For the item that tested on positive and negative recency, efteich asked
students what was more likely to happen on the toss of a coin after three conseadswedre
tossed, the negative recency effect decreased with age while the pos#iveyreffect remained
relatively nonexistent. Of the students in the fifth-grade level, 35% thougla thss of tails
was more likely to occur; for the remaining 7th-, 9th-, and 11th-grade levels vaikbncpliege
undergraduates, those percentages were 35%, 20%, 10%, and 0%, respectively. Only 5% of
students in the seventh-grade level and 6% of undergraduate students thought thaadieads w
more likely to be tossed, signifying the positive recency effect; no otlderggianswered in this
way.

For the item that tested on the distinction between compound and simple events, which
asked students if the pair 5-6 or the pair 6-6 was more common when rolling two dicendhe t
was that this misconception was relatively stable across all five agpsgr For the five age

groups, 70% of students at both the fifth- and seventh-grade levels, 75% of both the 9th- and

29



11th-grade levels, and 78% of undergraduates thought that both results had the samdyprobabili
demonstrating the equiprobability bias described by Lecoutre (1992). Farththdt tested on
the effect of sample size, which asked if tossing at least two heads ouedbtses of a coin
had the same probability as tossing at least 200 heads out of 300 tosses of a coin, tlas trend w
that the misconception increased with age across the 5th-, 7th-, 9th-, and di¢tlegess, with
a slight decrease in the percentage from the 11th-grade level studentsoltetieestudents. For
those five grade levels, 30% of students at the fifth-grade level, 45% at thensgnaztd level,
60% at the ninth-grade level, and 75% at the 11th-grade level thought these two evdrgs had t
same probability; 44% of undergraduates thought these events to have equal pesbadbilit
well.

The purpose of the study by Fischbein and Schnarch (1997) was to obtain, through the
collection of empirical data, an overall feel for how probabilistic misconmep®volved over
time. The results contradicted that of Piaget and Inhelder (1951/1975) that thesecptions
about probability became stable during the formal operational period of developrhenstudy
was a preliminary one as it was the first stage of what was to becomedcameit@ods study that
involved an interview protocol in addition to the questionnaire data collected. Howethetheavi
death of Fischbein in 1998, further studies were not realized. The currenthesadyc
extended the research of Fischbein and Schnarch (1997) in their investigatitwe ipérsistence
of probabilistic misconceptions in students in 7th-, 9th-, and 11th-grade levels.

Representativeness and its Four Associated Misconceptions

When faced with an uncertain event, or when asked to determine an unknown quantity,

what does an individual rely upon in order to assess the probability attached to the event or t

achieve the unknown information sought? Calculating simple probabilities cogndssdgses
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the particular situation at hand (Kahneman & Tversky, 1982c). However, tebagrshown

that most individuals, rather than assessing the probabilities to these unknowngedraplo

small number of heuristics, which are simple and efficient learned rulesxbiatn how an
individual makes quick decisions, solves problems, or makes judgments with only partial
information (Gilovich & Griffin, 2002; Kahneman & Tversky, 1972, 1973; Konold et al., 1993;
Myers, 2007; Nickerson, 2004; Pratt, 2000; Shaughnessy, 1977; Tversky & Kahneman, 1974,
1982a). Heuiristics, in effect, reduced the complexity of determining prolesbditevents to
simpler operations involving the person’s judgments on perceivable aspects ofvirtdse e
(Tversky & Kahneman, 1974).

Heuristics were helpful in this sense, but heuristics also led to systesati in
estimations that, depending on the situation, could have been severe (Cox & Mouw, 1992;
Gilovich & Griffin, 2002; Kahneman & Tversky, 1982b; Kruglanski & Ajzen, 1983; Nickerson,
2004; Shaughnessy, 1977; Tversky & Kahneman, 1974); these biases were the measure of
overconfidence or underconfidence, depending on the situation (Yates, Lee, Sieck, Choi
Price, 2002). Of particular interest in this study was the heuristic of espagiseness; this
heuristic gives rise to several probabilistic misconceptions, includengepresentativeness
misconception, positive and negative recency effects, the effect of saneplarsizhe
distinction between compound and simple events.

Representativeness was one of the most often used heuristics when emptgamgnt
about probabilistic events (Kahneman & Tversky, 1972, 1973). An individual who employed the
representativeness heuristic evaluated the probability of an event based omdbdaladpich
the event was similar to the sample from which it was selected (Bat;HB82; Gilovich &

Savitsky, 2002; Kahneman & Frederick, 2002; Kahneman & Tversky, 1973; Kruglanski &
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Ajzen, 1983; Shaughnessy, 1977, 1981; Tversky & Kahneman, 1974) or the degree the event
was characterized by the notable features of the system from whiab dexived (Fischbein,
1987; Kahneman & Tversky, 1973; Shaughnessy, 1977). Individuals viewed those samples as
highly representative of their population, regardless of their population sizesky\&
Kahneman, 1982b). While some events reflect their parent populations, other events do not.
The representativeness heuristic often resulted in errors that @rereddfrom the following
factors posited by Tversky and Kahneman (1974) and Shaughnessy (1977): (a)vitge¢asi
prior probabilities and disregard for population proportions, (b) insensitivity to thet®if
sample size on predictive accuracy, (c¢) unwarranted confidence in a predictiombasealid
input data, (d) misconceptions of chance, (e) the illusion of validity, and (f) megutomas of
regression.
The Representativeness Misconception

The first of four intuitively-based probabilistic misconceptions at the foctlastudy
was the representativeness misconception. An example of individuals who ahtpleye
representativeness misconception was that of determining which combinatidergfrioimbers
was more likely to occur (Cox & Mouw, 1992; Fischbein, 1999; Fischbein & Schnarch, 1997).
In testing for this misconception, subjects were asked which of two combinatsnsore
likely to occur in a single trial: a specific combination where all sixlmenswere consecutive
(e.0., 1, 2, 3, 4,5, 6) or a specific combination where that was not the case (e.g., 1, 8, 10, 13, 27,
41). Despite the fact that two specific combinations of numbers were eqgk@ytd occur,
subjects generally expected the second combination to be more likely; thdsievaspart to the
fact that the specific six-number combination was a member of the classlmhations that

contained non-consecutive numbers, and this class is much larger than the one tinagt signtai
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number combinations that are consecutive. Misstatements occur3e when the sSgauifmber
combination with non-consecutive numbers was construed as any six-number combinhtion wit
that property.

Similar to this example of the representativeness misconceptioat isftordered
sequences of the sex of children or of results of the flip of a coin. Individuals tentaukt
that the sequence BGBGBG was more likely to occur in a family with sidrehithan, for
example, either of the two sequences BBBBGB or BBBGGG (Borovcnik & Bentz, 1991;
Kahneman & Tversky, 1972; Konold, 1991, 1995; Konold et al., 1993; Shaughnessy, 1977,
1981, 1992), or the same when a fair coin was tossed six times and the sequences of heads and
tails tossed with that coin were compared (Borovcnik & Bentz, 1991; Griffithsn&Ateaum,
2001; Hawkins & Kapadia, 1984; Konold, 1995; Konold et al.; Nickerson, 2004; Rubel, 2006;
Tenenbaum & Griffiths, 2001). Shaughnessy (1977) asked students to compare, botmbdefore a
after teaching these concepts, two families who each had six children; thertets for these
two families were BGGBGB and BBBBGB. Over 70% of students prior to beightdue
concepts chose the first sequence as more prevalent because it was maeta¢ipeesf
realistic scenarios, having three boys and three girls; 55% of studenth@dsaltis option after
being taught. Shaughnessy also asked students to compare the sequence B&CBBBBGG
in the same way, this time giving students the additional option that the sequenabsutatie
same chance. Of these respondents, 40% still chose BGGBGB to be more prevalgthgecit
perceived randomness of the sexes in that first sequence that the second sequengb/s
lacked; however, about 35% of students chose that the sequences had about the same chance

based on the fact that each sequence had three boys and three girls.
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The problem of sequences of coin tosses is also susceptible to representativeness
Kahneman and Tversky (1972) found that students generally chose the sequence cein tos
HTHTTH as being more likely to occur than HTHHHH since three heads andaiiseeas
more representative of the number of heads and tails in a sequence of six togsssdeIns
disregarded that the sequence was in question. Kahneman and Tversky also found that students
perceived the sequence of coin tosses HTTHTH as more random, and thereforketyaie |
occur, than the sequence HHHTTT. For a similar question on the outcomes of coinRabsés
(2002) found that only about 39% of students perceived no difference in likelihood in any of the
sequences based on independence of the coin tosses; students also perceived the sequence
HTHTHT as too ordered, and less likely, comparatively speaking, than the setl¢hdd T.

Positive and Negative Recency Effects

Two other misconceptions derived from the representativeness heuristietba
examined in this study were the negative recency effect, also known gmftider’s fallacy”

(Cox & Mouw, 1992; Fischbein & Schnarch, 1997; Fischhoff, 1982; Gal & Baron, 1996;
Shaughnessy, 1981), and the positive recency effect (Fischbein, 1975; Fischbein, Nello, &
Marino, 1991; Fischbein & Schnarch; Gilovich et al., 2002). An individual who believed the
outcome of one independent trial of an event was more likely to occur due to theealfgbiat
outcome in earlier trials demonstrated thinking due to the negative recésuty &n individual
who coin tossed heads several times might think that tails was more likely tcde tios next
time because the number of both heads and tails should have been approximatdiyiequal
same effect occured with rolling dice in craps games or other gamesicechance the
“gambler’s fallacy” moniker. Konold et al. (1993) asked students from varyingsletel

education, to choose a sequence of coin tosses that was most likely, with 72% able to do so.
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When given sequences from which to choose one that was most likely, the majdritieots

in even the remedial level were able to do so. Konold et al. (1993) also asked students to pick
which sequence of several given was least likely; 43% of those in the reregdial/ho

answered the “most likely” question correctly indicated a least likely mecddirsch and

O’Donnell (2001) found, in their adaptation of the problem of sequences of coin tosses by
Konold et al., that 44% of college students correctly identified that any secqufdhaetosses of

a coin was equally as likely as any other sequence of five tosses, but #ericledid not

include students who answered in that way picking a specific sequence of tossa&sgalsden

least likely.

Alternately, if an individual felt that a specific outcome of a single triaeveral
independent trials of an event was more likely to occur because it has occueeer@h s
previous trials, that person would have demonstrated thinking due to the positivey eftectc
Many games of skill, such as blackjack and basketball, are viewed by outsidaxsnas
components subject to positive recency. Basketball players who make severial ahots are
said to be “on fire”, the implication being that they would not miss any of the nexakshets
(Gilovich et al., 2002). A blackjack player who “rides a hot streak” may continue tolgam
believing he or she has a good chance to continue winning. As this misconception rarely
manifested itself in previous research (Tversky & Kahneman, 1974), it ssasdéeeworthy and
less studied than the negative recency effect. Both the negative reffectyand the positive
recency effect arose out of individuals’ misconceptions of what it meam faremt to be left up

to chance (Tversky & Kahneman, 1974).
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The Distinction Between Compound and Simple Events

Another misconception that arose out of the representativeness heuristic was the
distinction between simple and compound events (Cox & Mouw, 1992; Fischbein & Schnarch,
1997; Lecoutre, 1992; Lecoutre & Durand, 1988; Quinn, 2004; Rubel, 2007; Tversky &
Kahneman, 1982c). An individual who applied this misconception would have had trouble
differentiating between a compound event, such as a roll of a five and arsbwwitair dice,
and a simple event, such as a roll of two sixes with two fair dice (Lecou@@&nd, 1988). A
roll of one five and one six is a compound event because there are two instances oftiteout of
36 possible outcomes of rolling the two dice: a five on one die and a two on the other, or a two
on the first die and a five on the other. A roll of two sixes is a simple event becaess thdy
the one instance of rolling two sixes out of the same 36 possible outcomes.

Many studies were concerned with distinctions, or lack thereof, students maderbetw
these two events. Fischbein and Gazit (1984) had students compute probabilitiesenftdiff
sums of two dice; most students used 12 as the size of their sample space. FiseHbeandN
Marino (1991) asked students to compare the probabilities of tossing two heads withdone hea
and one tail; 41% of elementary students and 54% of middle school students indicated these
events had equal probabilities. Lecoutre (1992) asked college students to compare the
probabilities of rolling a five and a six with two dice to rolling two sixes; about S0%tose
students identified these events as having equal probabilities.

The Effect of Sample Size

A final misconception that arose from the representativeness hewigteeffect that

sample size plays in determining probabilities (Bar-Hillel, 1982; Fischbé&gl&arch, 1997,

Tversky & Kahneman, 1974, 1982c). The law of large numbers states that as the number of
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trials of an experiment increases, the frequency of a particular eveivierétethe number of
trials will tend toward the theoretical probability (Rubel, 2002). An individual gdperal
assessed probabilities without regard to the magnitude of a sample (Tveksityn&man,
1982c), having incorrectly tried to apply results from the law of large numbarsatbssamples
(Tversky & Kahneman, 1982b). Because of the law of large numbers, the |sayapke, the
more likely the probability of an event was to be to the actual probability paiient population.

Kahneman and Tversky (1972) found that only 20% of college undergraduates correctly
identified that the smaller of two hospitals was more likely to yield mors idayhich 60% of
its births yielded a male child when both hospitals yielded similar propdrfreqaencies of
male and female births. Shaughnessy (1977) replicated this study, finding that $ld#&tents
discerned no difference in the two hospitals. Bar-Hillel (1982) found similar resultalso
found that when the frequency was increased to 70% or 80% male births, more students chose
the smaller hospital. Fischbein and Schnarch (1997) found that most of the younger students
who even attempted to answer the question answered that the larger hospital would bave mor
such births, while about 80% of the older students answered that there was no difeteeen
the two hospitals. Watson and Moritz (2000) adapted the same problem and found that 61% of
students found no difference in the two hospitals. A second example that utilized de$drenc
sample size was that of comparing the probabilities of having tossedgtainedneads in three
coins, which has a probability of 50%, to having tossed at least two hundred heads in three
hundred coins, which has a probability much less than 1% (Fischbein, 1999; Fischbein &
Schnarch; Tirosh & Stavy, 1999).

Heuristics were often used to make quick judgments in situations wheratatgul

probabilities was too time-consuming or too cumbersome. The most often used hauristic
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probability assessment was representativeness, and it yielded fotivehttbased
misconceptions: the representativeness heuristic, positive and negative efterisythe
distinction between compound and simple events, and the effect of sample sizdl@Bar-H
1982; Cox & Mouw, 1992; Fischbein, 1975, 1987, 1999; Fischbein, Nello, & Marino, 1991,
Fischbein & Schnarch, 1997; Fischhoff, 1982; Gal & Baron, 1996; Gilovich et al., 2002;
Lecoutre, 1992; Lecoutre & Durand, 1988; Quinn, 2004; Rubel, 2007; Shaughnessy, 1981,
Tversky & Kahneman, 1974, 1982c). However useful the representativenessdeouisti
have been, it was also susceptible to these intuitively-based probmahiistonceptions, which
were the roadblock to thorough understanding in the study of probability.
Mathematical Identity and Self-Efficacy

Why have some students had success with calculating probabilities (anddikew
mathematics in general) while others did not? There are factors thi@hicel this question, but
two were of the utmost importance: mathematical identity and mathehsatizafficacy.
Mathematical identity is the way in which students view themselves wikcet the
mathematics classroom; Forster (2000) defined mathematical identgtudents’ confidence in
learning mathematics, exhibited in relationship with others” (p. 225). Mathamdgatity was
represented in students by such statements as “| am not a math person.” (neghtveatical
identity) or “I am good at math.” (positive mathematical identity), anchg even seen in
students stereotyping themselves with respect to gender, race, culturagamtier social
category (Byrnes, 2005; Royer & Garofoli, 2005; Shih, Pittinsky, & Trahan, 2006).
Mathematical identity and learning interconnected in the way in whashs§1999) stated,
“Learning, then, is not a matter of ‘adding to’ what is already there. Ouinigarather, is

entangled in our becoming” (p. 333).
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Closely related to mathematical identity was mathematicakfiedhcy. Bandura (1986)
defined self-efficacy as “people’s judgments of their capabilitiesganize and execute courses
of action required to attain designated types of performances” (p. 391); he fulidekseH-
efficacy “a judgment of one’s capability to accomplish a certain leveédbrmance” (p. 391)
in some task. A student’s mathematical self-efficacy often had the effieising or lowering
that student’s mathematical identity, depending on if that self-effis@asypositive or negative.

Self-efficacy lended itself to the study of mathematics becausadsrds’ attitudes
toward their abilities to solve mathematical problems. Collins (1982) showedutiants with
high self-efficacy abandoned faulty methods of working problems, worked more psoblem
correctly, and reworked and solved more difficult problems more often than studenitsd/
low self-efficacy. Student achievement and understanding were, thereforegposdrrelated
to a student’s self-efficacy. Similarly, Pajares and Miller (1994) fourtcstfefficacy was
more predictive of problem solving than mathematics self-concept, perceivathassfof
mathematics, prior experience, or gender. Lent, Lopez, and Bieschke (1993) also found thi
correlation was true, that self-efficacy was a good predictor of stgdsshs in mathematics.
Similarly, Hackett and Betz (1989) found that self-efficacy moderatehgleded with student
achievement.

How have students’ mathematical identity and mathematical sal&ejfinfluenced
their achievement in mathematics? Collins (1982) found that students with higtnmasical
self-efficacy were more willing to work problems and to return to those pnsiileey had
worked incorrectly in order to find the mistake with their work than students with low
mathematical self-efficacy. Students with high mathematicak$igtfacy not only examined the

specific problems at hand, but also they examined structures of the matkgrailems they
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encountered (Bandura, 1997; Hackett & Betz, 1989; Lent, Lopez, & Bieschke, 1993; Rajares
Miller, 1994). Likewise, students with low mathematical self-efficasyally worked
mathematics problems without examining the underlying principles of thdisgoblems and
the general structure of the problems. Concerning mathematical identityytstwi® had a
positive mathematical identity were those who felt they could work maifhesyproblems;
therefore, just like with mathematical self-efficacy, those studests more successful in their
study of mathematics over the long term. Students with a negative mathérdatitsy were
more likely to give up rather than examine the hindrances they encountered ingwvorki
mathematics problems (Hackett & Betz, 1989; Lent, Lopez, & BieschiaeBa&: Miller,

1994).

Should studies attempt to identify mathematical identity in the pursuitdowar
mathematical understanding? Psychologists believe that psychologywaehth¢epedagogy are
dependent upon each other to inform actual classroom situations (Alexander, 200@)eifrisc
(1975) stated that student conceptual development in probability came from classroom
instruction and interaction between students in the social classroom sEtimgffective
communication of problems to occur in a classroom setting, it was necessastriostion to
consider the students’ backgrounds, their attitudes toward mathematics, andrsosialpe
mathematical identities (Bandura, 1986, 1997; Pajares & Kranzler, 1995; Pajstider&
1994). One of the difficulties in teaching is the lurking question about whether students
comprehend the topics being discussed; when viewed as the teacher’s effestineness
teacher’s self-efficacy, which formed some part of a basis for studentigcegiavelopment
(Bandura, 1997). Teachers needed to be able to anticipate what students’id#ficuéarning

probability were in order to help them develop problem-solving strategies@at&odino, &
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Roa, 2004); this in turn had the effect of boosting students’ personal mathematicgl aeht
mathematical self-efficacy. Students should be aware of their own persathainnatical
identities because that awareness helped to structure one’s thought; ghosésdped the
student to understand the causal nature behind his personal mathematical identlfy and se
efficacy and his ability to perform mathematics successfully (Duval éklind, 1982).

In order to achieve student success in mathematics, mathematicabpficifluenced
how a student perceived the ability to successfully achieve the goal (Collins M&88j,
Matsui, & Ohnishi, 1990). Self-efficacy, therefore, was the important linkirtgrfée this
perception. Another factor was a student’s perception of himself in the seitial of the
mathematics classroom, which was his identity (Bandura, 1986). The cited iaetasured a
student’s mathematical understanding and, therefore, need attention. Althoeghabemn
apparent strong correlation between mathematical identity and matte@sati-efficacy, these
two attributes did not necessarily have to agree for any one particulan.pé€snosider a student
who had a positive mathematical identity—this student would almost certainlyspeddagh
mathematical self-efficacy because of the nature of his attitudeddwaself. However, a
student with a persistent attitude when running into obstacles and might nahsel as a
mathematics student—this student would have a negative mathematical identighbselfi
efficacy, and while this would lead to some level of mathematical understanngingably
would not be long-lasting.

Teacher and students’ mathematics beliefs influenced the quality of prst@bili
reasoning in instruction and in problem solving (Charalambous, Philippou, & Kyriakides, 2008).
A student who believed mathematics to be a useful tool in solving problems across many

curricula would be successful in the study of mathematics (Duval & Wicklund, 1882; L
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Lopez, & Bieschke, 1993). Teachers who believed mathematics to be a sourcaitfycsdre
enthusiastic about teaching probability to students, and those teachers wikyenmeawilling
and able to delve deeper into the structure of a topic rather than providing anandietice
only to a surface understanding (Bettencourt, Gillett, Gall, & Hull, 1983). Conversalgnss
and/or teachers who had a negative attitude toward mathematics, or ddhersawere not
comfortable teaching probability, the quality of probabilistic reasoning d@nn because
students did not learn as much and to a deeper level of understanding (BettentouQ&3)a

Probabilistic reasoning is cemented in student cognitive intuition. As wassbevith
much mathematics, students must have had some idea about probability conceptedyefore t
were introduced (Fischbein, 1987; Piaget & Inhelder, 1951/1975), and this required deep
intuitive thought for those students. Self-efficacy and identity, in relation toemattics, must
be considered in any study of student intuition and probabilistic reasoning since these
psychological concepts would also play a part in the development of student intagtion a
probabilistic reasoning. Individuals must become better informed when having nyade a
choices in which probabilistic reasoning were employed (Shaughnessy, 1977, 1981; Scholz
1991).

Mathematical identity and self-efficacy were also necessaay examination of student
success in mathematics. Several studies, including Collins (1982), Hackett arfitigBey),
Lent, Lopez, and Bieschke (1993), Pajares and Kranzler (1995), and Pajares and 88i4gr
found positive correlations between mathematical self-efficacy and studiéeneroent in
mathematics. If mathematical identity and self-efficacy could reased in a positive manner,
student achievement should increase as well, thus providing students with the tonéethexy

to be successful in furthering their abilities in mathematics.
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Summary

This chapter contained sections that cover attributions of probability that make it a
difficult topic in mathematics, mathematical intuition and its charatitesjsand the
incorporation of intuition into the study of probability. There were also sections otiviatui
thought versus rational thought, heuristics used to make quick decisions regarding pyobabili
tasks, misconceptions that arose from these heuristics, and mathematidgl ashehsielf-
efficacy.

Intuition is a multi-faceted concept in the psychology of the mind, and the use of
heuristics in assessing probabilities is an evolution of the mind to make thesenassts
quickly. Research indicated that there are common misconceptions that arodeefuz®a of
heuristics in these situations, especially in the developmental stagesédlrdtinking that took
place in 5-12 education. Research showed that the persistence of probatgsicceptions
was correlated with grade level. Certain misconceptions may be cedredegtudents’ self-

efficacy in being able to handle complicated probability tasks and probahisics.
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CHAPTER Il
METHODOLOGY
Introduction

The purpose of this quantitative study was twofold. First, the study investigat
relationships between perceived mathematics probability misconceptiong atadents at the
7th-, 9th-, and 11th-grade levels. Second, the study investigated relationxsstipg ®etween
students’ perceived probabilistic misconceptions and their self-effie®fdwith intuitive
mathematics probability. This study extended the research of FischieBthnarch (1997)
concerning misconceptions in probability while offering insight into theiogiship between
self-efficacy and achievement with respect to probability.

This research consisted of both a pilot study and the main research study. The
participants for both studies were chosen from the 7th-, 9th-, and 11th-grade Tewede grade
levels were chosen to mirror the research of Fischbein and Schnarch (1997), who used those
grade levels as well as students at the fifth-grade level in theit stitdy. However, the fifth-
grade level was omitted in this study, due to the fact that most fifth-gratthematics classes
have not covered those probability topics, based oAlddgma Course of Study: Mathematics
(2003).

Research Questions
There were two questions for this research study. They included theifgiiow
1. What is the relationship between students’ 7th-, 9th-, or 11th-grade level araf eac

the four intuitively-based probabilistic misconceptions of the represemtasiganisconception,
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positive and negative recency effects, the distinction between compound and simpleaedents
the effect of sample size; and

2. What is the relationship between students’ responses in the 7th-, 9th-, ancadi#th-gr
levels, to questions involving probability tasks and their perceived self-gfficanswering
those questions?

Participants

The setting for the study was a large public school district located in Atglthenschool
district is in a suburban city of a large metropolitan area of the state. ZD0@estimates for
the city included that 57.5% of the population held a post-secondary degree and that the median
household income was $71,964. The 2003 demographic estimates for the city, the latest
available such statistics, are reported in Table 1. The demographics fcindbédistrict for the
2009-2010 school year are reported in Table 2. The demographics for the 7th-, 9th-, and 11th-
grade schools used in the research for the 2009-2010 school year are reported3n Table
Table 1

City Population Demographics, 2003 Estimates

Demographic Category Percentage of Total
White 87.0%
Black 7.0%
Asian or Pacific Islander 3.5%
Other 2.5%

Note Estimated population 72,235.
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Table 2

School District Population Demographics, 2009-2010 School Year

Demographic Category Percentage of Total
White 65.8%
Black 21.7%
Asian or Pacific Islander 5.7%
Other 0.3%

Note Approximate population 12,900; 19.3% qualified for free or reduced-price lunches.

Table 3

Individual School Population Demographics, 2009-2010 School Year

School Year
Demographic Category thy gh 11"
White, Not Hispanic 69.5% 64.8% 66.2%
Black, Not Hispanic 20.0% 23.9% 22.5%
Hispanic 6.2% 6.1% 4.0%
Asian or Pacific Islander 4.3% 4.7% 7.2%
Other 0.0% 0.5% 0.1%

The percentages of students in each school chosen for the study most closelyecegembl
demographics for the school district when compared with similar schools withisthet.

This was the reason for choosing these particular schools. Also, these threefselosdsh
other, so some students in the 9th- or 11th-grade levels may have had the sameeachers i

previous grades.
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The participants for the pilot study were 308 students total: 103 students in théasevent
grade level, 101 students in the ninth-grade level, and 104 students in the 11th-gradéhkevel. T
participants for the main study were 546 students total: 174 students in the seventavgiade
188 students in the ninth-grade level, and 184 students in the 11th-grade level. Ingetlar to
variety of students, a convenience sample of participants for each part of thevasuslected
by selecting teachers in the school district who teach students at multgdtefta each
respective grade and requesting student participation from those teatdesas.

Permission for the Study

Prior to the study, permission was requested from the Institutional RBoianw (IRB) at
the researcher’s university. The researcher contacted the rassigiarintendent of the school
district to explain the purpose of the study and to obtain permission to conduct a suneey at t
selected school sites. Permission was then sought from principals at thedsstbool sites.
Once this was achieved, teachers at those sites were contacted conbermnimidjingness to
have their classes participate in the collection of data.

Once permission was obtained by the assistant superintendent, school principals, and
teachers, the potential participants had the study described to them, andstionsjoe
concerns they may have had regarding the study were addressed. Stedegisen consent
forms (see Appendix A) to give to their parent(s) or guardian(s); thesentdoems explained
the purpose of the study, what was being asked of their child to participate tndyreamd other
information that was relevant to the study. The consent form assured ar@gisardians that
their child’s participation was voluntary, students’ grades were not affegtparticipation or
lack thereof, and there were no incentives to participate in the study. Studerds’weara not

used, the researcher was the sole person who collected and examined the datagsultsthe r
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were confidential. Three days were provided to students to receive consettidnoparent or
guardian. Assent from the students was then sought, which indicated their angnesdk to
participate in the study. Once consent and assent were received, thencagdsianal brief
period for face-to-face questions concerning the study. Afterward, studsptsded to the
survey. At that time, the only questions that participants were alloweH weeas clarifications
of a general nature; no questions concerning procedural aspects of each tathiéema would
be answered.

All materials and collected data, both on paper and electronically on a flasjweree
kept in a locked drawer of a file cabinet, the only key to which was kept by thecressears per
the stipulations made in the IRB application. Keeping materials and data lockele icadihet
preserved the anonymity of students who patrticipated in the study while maigtiiose
materials if needed again.

Data Source and Collection
Pilot Study

The pilot study was conducted in a large public school district in Alabama. The school
district is a suburban part of a large metropolitan area of the state. The purpespilot tstudy
was to determine if the researcher could use the multiple-choice formatsofirties in place of
using the open-ended format of the survey (see Appendices B and C for surveys). Both the
open-ended survey and the multiple-choice survey consisted of four itenesthdtfor
probabilistic misconceptions derived from the heuristic of representats;ghestems on both
surveys parallel each other. The items were modified from the original suvesyly

Fischbein and Schnarch (1997).
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The four items on both surveys tested for intuitively-based probabilisttonusptions
derived from the heuristic of representativeness. The four probabilistomaeptions
examined in this study were the representativeness misconception, positive ana megency
effects, the distinction between compound and simple events, and the effect of saandasiz
of the four items on the survey corresponded to one of those probabilistic misconceptions. On
the multiple-choice survey, three answer choices were given: one wasrbet answer and two
were incorrect answers. The distractors were developed out of responses foerfisctibein
and Schnarch (1997) study. In the survey developed by Fischbein and Schnarch, ieems we
open-ended, and for their data analysis, student responses were coded into group$. For eac
item, those groups included correct responses and incorrect responses, but amongehe incor
responses, they referred to one particular incorrect response as the “maimcepsion’—the
incorrect response that occurred with the largest frequency in their resebechth@r incorrect
answers occurred with lesser frequency in their research.

The two surveys were developed over the course of one month by the researcher and
committee members with respect to the original questions used by Fischberhaadch
(1997). The items were narrowed down to those involving probabilistic misconceptions derived
from the representativeness heuristic. Wording for items was developed usplg peoblems
from seventh-grade textbooks used in the school disM@bama Course of Study: Mathematics
(2003), NCTM'’s (2000Frinciples and Standards for School Mathematasd Rubel (2002),
who also studied these probabilistic misconceptions. All wording was developed using a
seventh-grade level while still maintaining the essence of each itaskeg on the survey by

Fischbein and Schnarch.
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Each of the mathematical items on the surveys had a corresponding fiveibeint L
scale item concerning students’ self-efficacy in answeringéhe i Students were asked to
judge their own certainty that each of their responses was mathdiypaiceect, where 1
indicated very little certainty, 2 indicated little certainty, 3 indicatathaecertainty nor
uncertainty, 4 indicated certainty, and 5 indicated much certainty in the naitemorrectness
of the response. Self-efficacy was not examined in the study by FischbeinharadcBq1997),
but it was examined in this research study as it related to student respeade aft the 7th-,
9th-, and 11th-grade levels. In addition to responses to both the mathematical it and t
Likert scale item, two demographic items also were sought: grade levetiaderg

Parental consent and student assent were gained via the procedures desbtibed in t
Permission section of this chapter. After both consent and assent were achielesds stere
gathered on a designated day in the library of the school, during their “acaderog’fpethe
seventh-grade students and after school for 9th- and 11th-grade students, fodeaskbuting
and administering the surveys. Students were given a brief, ten-minute peribdjt@sisons to
the researcher, after which time the surveys were administered to thestulée researcher.
Students were given thirty minutes in which to take the survey, all of whorhdthisell before
that time limit. Students were not allowed to ask questions concerning prd@spgets of
each mathematical item during this thirty-minute period; only questiongicong clarifications
of a general nature were allowed.

The population for the pilot study consisted of four classes, two from each of two
teachers, at each of grades 7, 9, and 11 within the school district, for a total of twadses.cl
One class from each teacher was a middle-to-high-achieving class atkeghe/as a low-to-

middle-achieving class. There were a total of 332 students in these tlasisesc and a total of
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308 volunteered to participate in the study, yielding a 93% response rate. At thi&-sgade
level, 50 students took the open-ended survey and 53 students took the multiple-choice survey.
At the ninth-grade level, 51 students took the open-ended survey and 50 students took the
multiple-choice survey. At the 11th-grade level, 52 students each took the open-ended and
multiple-choice surveys. The frequency of each type of response for @acbnteach survey
format is reported in Tables 4-7.

The researcher coded all responses on the open-ended survey. Codings for “main
misconception” and alternate incorrect responses were derived from the coduhg$or
responses on the study by Fischbein and Schnarch (1997). Such types of responses that
distinguished “main misconception” answers from alternate incorrect asgwgee also reported
in that previous study. Correct responses were also coded in the previous study. The
researcher’s experience in teaching probability was also used to distidgtesent types of
responses.

Table 4

Frequencies of Responses, Pilot Study, Item 1

Open Ended Survey Mutiple Choice Survey
Grade C MM Al C MM Al
7 20 20 10 23 21 9
9 34 8 9 33 9 8
11 26 19 7 24 21 7

Note C = correct; MM = main misconception; Al = alternate incorrect.
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Table 5

Frequencies of Responses, Pilot Study, Item 2

Open Ended Survey Mutiple Choice Survey
Grade C MM Al C MM Al
7 14 33 3 14 35 4
9 29 22 0 29 20 1
11 24 27 1 25 26 1

Note C = correct; MM = main misconception; Al = alternate incorrect.

Table 6

Frequencies of Responses, Pilot Study, Item 3

Open Ended Survey Mutiple Choice Survey
Grade C MM Al C MM Al
7 40 5 5 41 6 6
9 27 20 4 26 22 2
11 29 21 2 28 22 2

Note C = correct; MM = main misconception; Al = alternate incorrect.
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Table 7

Frequencies of Responses, Pilot Study, Item 4

Open Ended Survey Mutiple Choice Survey
Grade C MM Al C MM Al
7 7 41 2 7 43 3
9 22 24 5 24 24 2
11 25 25 2 26 24 2

Note C = correct; MM = main misconception; Al = alternate incorrect.

For the coding of student responses on the open-ended survey, the researcher’s
experience in teaching probability was also required to determine in a fewdestwhat the
student’s intended response was in order to clarify any ambiguity in respoinmsaesthg last
two items on the survey presented two options from which students were to setguirese,
potential ambiguity of responses was at its highest in the first two. itExemples of such
ambiguities, whose descriptions follow, appear in Appendix D.

For the seventh-grade student, on the first item, she stated that heads wouldtsel expe
on the fourth flip, but she then clarified that either heads or tails could occur with a 50/50
probability. Her use of the word “well” indicated that she had rethought this Ecandr
believed either heads or tails could occur on the fourth flip. For this reason, plossesvas
coded as either heads or tails was equally likely to occur. For the same stadpatrse on the
second item, she stated that any numbers of heads and tails could occur and gave two
possibilities: 49 heads and 51 tails or 7 heads and 93 tails. This response was coded as about

equal number of heads and tails because although she interpreted the question th@redict
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exact outcome of 100 flips of the coin, she recognized that each flip of the coin is inagpende
meaning about half the flips would result in heads.

The ninth-grade student’s response to the second item also could be interpreted as
ambiguous. In his response, he stated that there was no way to determine the breakdown of
heads and tails because there was a fifty-fifty chance on each flip of the bisrreSponse
mirrored the response of the seventh-grade student in recognizing the independendigesf t
despite his interpretation of the question as having sought an exact distribution of bez atim
heads and tails in 100 flips of the coin.

For the 11th-grade student, her response to the first item indicated heads was would occ
on the fourth flip of the coin after three tails were flipped on the previous three flips obin.

She did state that it was unlikely to land on tails again but also stated ther&@a8 ahance

on one flip of the coin. However, unlike the seventh-grade student, she interpreted this 50/50
chance in a different way. To this student, the probability was very high of flipping adreads
the fourth flip, with the 50/50 chance lessening that probability slightly. Thus p&sthpance

of the coin flips was interpreted as having an impact on the current coin flip. Ttutlests the
combination of three tails being flipped previously weighed more on the next fhpha&0/50
chance of heads on the fourth flip. For this reason, this answer was coded as headacan insta
of the negative recency effect. For this student’s response on the second ite¢ateditba

every ten flips of the coin would result in at least seven heads. Even though she did net indicat
this explicitly, this student appeared to believe in maintaining the proportionahoegmf heads
and tails, since at least seven heads every ten flips would have resulte@st &0 leeads. For

this reason, this student’s response was coded as about 70 heads, neglecting thesashple si

the two scenarios.
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Pilot Study Results

The frequencies of the types of responses between the two formats of the senevey w
comparable for each item and at each grade level. Most frequenciesidifyevaly one or two;
the largest difference in frequencies was three, which occurred twicedretiae two formats.
One occurrence was between correct responses at the seventh-gig@@ lexeect responses
on the open-ended survey versus 23 correct responses on the multiple-choice sere#ygr th
occurrence was between alternate incorrect responses at the ninttegehd@e on the open-
ended survey compared to two on the multiple-choice survey). Based on the simoétitie
responses at all grade levels and for all items, the multiple-choice fseespppendix C) was
used for the research study. For the research study, the multiple-choigevsasvareferable in
order that each student’s response to each item was clear; an open-endedosiviegve
caused different readers of student responses to disagree on what was ths stttdaht
intended answer.

Instrument

Based on the findings from the pilot study, the multiple-choice survey wddarsthe
research study. The multiple-choice survey featured four questions, one aaghHaeste
presence of four intuitively-based probabilistic misconceptions: the repaéseness
misconception, positive and negative recency effects, the distinction between compound and
simple events, and the effect of sample size.

For each item on the survey, students were to select one of the answer choicasdjiven
were also offered an opportunity to explain the choice they selected. Additjdhalkstudents
were then to rate themselves on a five-point Likert scale assessing itaw ey were that the

answer they just gave was correct. Each item on the survey allowed studefesaa of

55



explanation for the answer they selected, although very few students adtdaffer such an
explanation.

The first question on the survey tested for the presence of the misconceptioniwé posit
and negative recency effects. The question concerned the likelihood of a specificeonticom
one flip of a coin based on the results of three previous flips of the coin, all of whittedes
tails.

The second question on the survey tested for the presence of the misconceptiah of effe
of sample size. The question concerned which of two events, if either, was migrlikecur:

a certain number of flips resulting in heads out of a small amount of flips or a progdortiona
number of flips resulting in heads out of a much larger amount of flips.

The third question on the survey tested for the presence of the misconception of the
distinction between compound and simple events. The question asked students to determine
which of two events, if any, was more likely to occur when tossing a pair of ¢airttie simple
event of two sixes or the compound event of one five and one six.

The fourth question on the survey tested for the presence of the representativeness
misconception. The question asked of students to determine which of two sets of numbers, if
any, drawn in a lottery was more likely to occur: a set in which the numbersraecative (8,

9, 10, 11) or a set in which the numbers are not consecutive (4, 28, 17, 19).
Research Study Participants

Based on the pilot study results, the multiple-choice survey was used feséaeah
study. The research study took place in the same school district, and the popaidkierpflot
study consisted of students at the same schools as those who participated o shedgibut

excluded students who participated in the pilot study. In the seventh-grade schoolhdue to t
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size of the school, the remaining seventh-grade students made up the population fadé¢hat gr
level. The ninth-grade population consisted of students in Algebra 1, Algebra 1-A, tBgome
and Geometry Math Team classes. The 11th-grade population consisted of studentsran Alge
2, Algebra 3, Precalculus, Pre-AP Precalculus, and Precalculus Math Bssescl There were

a total of 713 students in these classes, and a total of 546 volunteered to partidigastudyt,
yielding a 77% response rate. Of this number, 174 students were in the seventh grade, 188
students were in the ninth grade, and 184 students were in the 11th grade.

Parental consent and student assent were gained via the procedures described in the
Permission section of this chapter. Once consent and assent were achieesds stho wished
to participate met on a designated day in the library of the respective schothe seventh-
grade school, students met during their “academy” period, and at the 9th- and 11-grade schools
students met after school for the seventh-grade students and after schooeldad%thth-grade
students; this was for ease of distributing and administering the surveys. Swdengiven a
brief, 10-minute period to ask questions to the researcher, after which tinuevlgssvere
administered to the students. Students had 30 minutes to take the survey, and most students
finished well before that time limit. Students were not allowed to ask questinosraing
procedural aspects of each mathematical item during this 30-minute period; otilgrgues
concerning clarifications of a general nature were allowed.

Data Analysis
Research Question One

The first goal of the research study was to determine if significairglations existed

between the grade level of the participants and both the frequencies of theiresgpaech

mathematical item on the survey. These correlations, which were compugediioof the
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probabilistic misconceptions, were to determine if those misconceptiondinkee to the grade
level of students taking the survey. Fischbein and Schnarch (1997) also werecihierdss
correlation between these variables for each misconception, but their ihbomedations were
determined by making assessments and examining trends based on percentsgessds
reported.

Since both of the variables in this research study were viewed as azdédata,
Spearman correlations were determined in order to achieve this goal. Speamelations
were used rather than Pearson correlations because normality assumptions afaoiatilles
were not necessary; Pearson correlations require that the variablesaatyndistributed
(Lomax, 2001). Also, Spearman correlations are used to detect monotonic trends in data,
whereas Pearson correlations are used to detect linear trends sphe(@icaletter & Wallnau,
2009). With little previous research on this topic, no assumptions were made about thesvariable
in order to reduce bias. For each item on the survey, a Spearman correlatiomypated to
determine if an association existed between the two variables of gvatiand frequencies of
responses to the item. A post-hoc analysis followed which omitted the altermmatedahc
response given as an answer choice in addition to the correct and “main misooicepti
responses.

The null research hypotheses for the first research question were therfgll

Hol: There is no significant correlation between grade level and frequencyohses
with respect to positive and negative recency effects.

Ho2: There is no significant correlation between grade level and frequencyohses

with respect to the effect of sample size.
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Ho3: There is no significant correlation between grade level and frequencyohses
with respect to the distinction between compound and simple events.

Ho4: There is no significant correlation between grade level and frequencyofhses
with respect to the representativeness misconception.

Research Question Two

The second goal of the research study was to determine if a signibcasiaiton existed
within each of the three grade levels between the correctness ofgaantsciresponses to each
mathematical item on the survey and their perceived self-efficacyganésg to those items.
This portion of the research study was not studied by Fischbein and Schnarch (1997), and no
other research was located linking self-efficacy to these probabilistonteptions. These
data were again viewed as categorical, and a Spearman correlation waséeten order to
see if such an association existed. The same assumptions for using the Speaetsion for
the first research question (no normality assumption required, monotonic trends atheght r
than specifically linear trends, limited availability of previous red®aatso applied to the
second research question. For each item on the survey and within each grade leaetparSpe
correlation was computed in order to determine what relationship, if any, existeskbdhe
correctness of student responses to the mathematical item and their ratiadiee-point Likert
scale assessing certainty of those responses.

The null research hypotheses for the second research question were the following:

Hol: There is no significant correlation between frequency of correct responbes
perceived certainty with those responses with respect to positive and negeivey effects for

students at the 7th-, 9th-, or 11th-grade levels.
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Ho2: There is no significant correlation between frequency of correct respaonkes a
perceived certainty with those responses with respect to the effectplesaire for students at
the 7th-, 9th-, or 11th-grade levels.

Ho3: There is no significant correlation between frequency of correct respaonkes a
perceived certainty with those responses with respect to the distinctiegebetompound and
simple events for students at the 7th-, 9th-, or 11th-grade levels.

Ho4: There is no significant correlation between frequency of correct respaonkes a
perceived certainty with those responses with respect to the represertsd misconception for
students at the 7th-, 9th-, or 11th-grade levels.

All data were processed for both research questions using SAS 9.2 withvibegiye
mentioned correlations sought. In addition to those correlations, the breakdowrripitidesc
statistics such as grade level and responses to items were computed.

Summary

This study investigated the correlations existing between responsegipeobability
items testing for probabilistic misconceptions and student grade leveldi@nss at the 7th-,
9th-, or 11th-grade level. This study also investigated the correlationseletiveecorrectness of
those student responses and their perceived self-efficacy in answering tizdaliy items.
This study was an extension of that of Fischbein and Schnarch (1997); however, formal
correlative statistics were determined from this study that werexaotieed in the previous

study.
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CHAPTER IV:
RESULTS

Probability is a difficult mathematical topic at the middle- and hidtostlevels.
Student difficulty in the study of probability arises out of the use of multiple liesrisThe
intended effect of these heuristics is to simplify the thought processdsdneework problems
involving probability. However, the unintended consequence of using heuristics is that
misconceptions occur in these thought processes that lead students to incorrerst anshose
problems. This study was concerned with trends between grade level and foivelpthased
probabilistic misconceptions arising out of the heuristic of representasvéng introduced by
Fischbein and Schnarch (1997).

A pilot study was administered to determine if any differences in studgdnses
existed across two formats of an instrument adapted from Fischbein and Schnarch Qxr97)
instrument contained open-ended items, the second contained multiple-choice itemslatanc
were collected, comparisons were made across the two formats of thenergtrurhe
frequencies of responses across all items and grade levels weag, simdl by comparing the
frequencies of responses across the two formats, the decision to use thethidtipd format
of the survey was validated.

The purpose of the research study was twofold. First, the study determirmygufi¢amt
correlations between grade level and frequencies of responses to the mtipéestrvey
items existed for each item. Second, the study determined if significaglations existed for

each item and within each individual grade level (7, 9, or 11) between the correctsieskent

61



responses and their perceived self-efficacy in answering those surveypijtevay of a five-
point Likert scale selection for each item. Spearman correlations wereihete to answer
each of these research purposes.
Research Study

The statistical analysis for the research study consisted of thpse Sthe first step was
to compute descriptive statistics and frequencies in order to provide a demograplei©opthe
research study participants. The second step was to compute a Spearmatioadisekeach
item between grade level and student responses. The third step was to compatmarSpe
correlation for each item and within each grade level between correotrstgdent responses
and frequency of Likert scale responses that indicated their perceivedfisalfy in answering
the item. Significance of all statistics in the research study wasrdeéet at thex =.05 level.

Analysis of Research Question One

ltem 1

The first item of the survey was concerned with the probabilistic mispbonef
positive and negative recency effects, as described in the Pilot Study settierpgvious
chapter. Students could respond in one of three ways: with the correct answer, withirantinco
answer indicating the “main misconception”, and with an alternate incongsta The

frequencies of these responses appear in Table 8.
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Table 8

Frequencies of Responses, Research Study, Item 1

Grade C MM Al
7 121 40 13
9 146 31 11
11 158 19 7

Note C = correct; MM = main misconception; Al = alternate incorrect.

A Spearman correlation was computed comparing grade level to student respdimse for
item. Statistical analysis showed there was a significant negatingdation between grade level

and student responsg £ -.157,p < .001,n = 546]. This statistic indicated that the frequency of

incorrect responses decreased as grade level increased. Becausgitreir of alternate
incorrect answers was so low, a post-hoc analysis was performed excludingfpaseses;

thus, only correct and “main misconception” responses were considered in this secgsid.anal
Statistical analysis showed there was again a significant negatre¢éation between grade level

and student response f -.150,p < .001,n = 515]. Because the correlations were similar, this

further analysis showed that the alternate incorrect response did not influemietea to any
substantial degree.
Item 2

The second item of the survey was concerned with the probabilistic misconception of the
effect of sample size, as described in the Pilot Study section of the previptey cl&udents
could respond in one of three ways: with the correct answer, with an incorrect arciseging
the “main misconception”, and with an alternate incorrect answer. The frequehthese

responses appear in Table 9.
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Table 9

Frequencies of Responses, Research Study, Item 2

Grade C MM Al
7 46 113 15
9 39 129 20
11 29 134 21

Note C = correct; MM = main misconception; Al = alternate incorrect.

A Spearman correlation was computed comparing grade level to student respdimse for
item. Statistical analysis showed there was a significant positivelaioon between grade level

and student response £ .101,p = .018,n = 546]. This statistic indicated that the frequency of

incorrect responses increased as grade level increased. Becauspudrecfref alternate
incorrect answers was so low, a post-hoc analysis was performed excludagegpmses;

thus, only correct and “main misconception” responses were considered in this secgsid.anal
Statistical analysis showed there was again a significant positivdatmn between grade level

and student responsg £ .107,p = .018,n = 490]. Because the correlations were similar, this

further analysis showed that the alternate incorrect response did not influemieea to any
substantial degree.
Item 3

The third item of the survey was concerned with the probabilistic misconceptiom of
distinction between compound and simple events, as described in the Pilot Study selegon of t
previous chapter. Students could respond in one of three ways: with the correct ansvaar, wit
incorrect answer indicating the “main misconception”, and with an alternateaotanswer.

The frequencies of these responses appear in Table 10.
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Table 10

Frequencies of Responses, Research Study, Item 3

Grade C MM Al
7 42 123 9
9 46 135 7
11 46 136 2

Note C = correct; MM = main misconception; Al = alternate incorrect.

A Spearman correlation was computed comparing grade level to student respdimse for
item. Statistical analysis showed there was no significant correlatedregrade level and

student response = -.035,p = .410,n = 546]. This statistic indicated that no relationship

existed between the frequency of responses and the grade level. Because theyfadque
alternate incorrect answers was so low, a post-hoc analysis was peréxcheting those
responses; thus, only correct and “main misconception” responses were cadnsideesecond
analysis. Statistical analysis showed there was again no significaratonreetween grade

level and student response$ .002,p = .969,n = 528]. Because the correlations were similar,

this further analysis showed that the alternate incorrect response did notaeftbe data to any
substantial degree.
Item 4

The fourth item of the survey was concerned with the representativenesacajson,
as described in the Pilot Study section of the previous chapter. Students could respond in one of
three ways: with the correct answer, with an incorrect answer indich#erigiain
misconception”, and with an alternate incorrect answer. The frequenciesefélsponses

appear in Table 11.
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Table 11

Frequencies of Responses, Research Study, Item 4

Grade C MM Al
7 109 62 3
9 125 60 3
11 130 53 1

Note C = correct; MM = main misconception; Al = alternate incorrect.
A Spearman correlation was computed comparing grade level to student respdimise for
item. Statistical analysis showed there was no significant correlatiwedregrade level and

student response = -.071,p = .097,n = 546]. This statistic indicated that no relationship

existed between the frequency of responses and the grade level. Because theyfedque
alternate incorrect answers was so low, a post-hoc analysis was perfaoiuelihg those
responses; thus, only correct and “main misconception” responses were cdnsidesesecond
analysis. Statistical analysis showed there was again no significarhtonrbetween grade

level and student response$ -.063,p = .144,n = 539]. Because the correlations were similar,

this further analysis showed that the alternate incorrect response did notaeftbe data to any
substantial degree.
Analysis of Research Question Two
For each item on the survey, a follow-up question was posed to students immediately
afterward, asking them to assess how certain they were that the dmsyvelnase for that item
was correct. This was a five-point Likert scale item with the followinglgeV1 — Not Very
Certain,” “2 — Not Certain,” “3 — Unsure,” “4 — Certain,” and “5 — Very Certain.” Sitglevere

to indicate their certainty level with their answer by circling the appatgnumber.
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ltem 1

The first item dealt with positive and negative recency effects. Respoesebnoken
down by correctness of answer and by rating on the Likert scale. The festifte seventh-
grade students appear in Table 12, those for the ninth-grade students appearl, kaide
those for the 11th-grade students appear in Table 14.
Table 12

Likert Scale Responses, Item 1, 7th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 0 8 20 51 42
Incorrect 4 12 15 17 5
Table 13

Likert Scale Responses, Item 1, 9th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 1 4 11 38 92
Incorrect 0 5 22 11 4
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Table 14

Likert Scale Responses, Item 1, 11th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 3 5 7 42 101
Incorrect 1 4 13 8 0

A Spearman correlation was computed comparing student response to Likert scale
response for this item at each individual grade level. Statisticalsisalyowed there was a
significant positive correlation between correctness of student responsike@mdcale response

at the seventh-grade level £ .385,p <.001,n = 174]. This statistic indicated that the

frequency of correct responses increased as the number selected onrthexalikencreased at
the seventh-grade level, meaning that students who answered correctlyoseiiety to be
confident in their answers. Secondly, there was also a significant positivatonéetween

correctness of student response and Likert scale response at the ninth-grdae feNed1,p <

.001,n = 188]. This statistic indicated that the frequency of correct responsesettesathe
number selected on the Likert scale increased at the ninth-grade level, agimgnséudents
who correctly responded to the problem were more confident with their responsibg. thee
was a significant positive correlation between correctness of student respmohkikert scale

response at the 11th-grade leveH .519,p < .001,n = 184]. This statistic indicated that the

frequency of correct responses increased as the number selected onrthexalikencreased at
the 11th-grade level, again implying students who answered the problem corretgly te be

more confident with their answers.
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Item 2

The second item dealt with the effect of sample size. Responses were brokdyydow
correctness of answer and by rating on the Likert scale. The resuhs f@venth-grade
students appear in Table 15, those for the ninth-grade students appear in Table 16, and those for
the 11th-grade students appear in Table 17.
Table 15

Likert Scale Responses, Item 2, 7th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 0 5 17 14 10
Incorrect 7 18 34 44 25
Table 16

Likert Scale Responses, Item 2, 9th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 0 2 6 18 13
Incorrect 1 9 31 54 54
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Table 17

Likert Scale Responses, Item 2, 11th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 0 3 10 9 7
Incorrect 2 6 29 63 55

A Spearman correlation was computed comparing student response to Lileert scal
response for this item at each individual grade level. Statisticalsisalyowed there was no
significant correlation between correctness of student response andscédertesponse at the
seventh-grade level{= .037,p = .624,n = 174]. This statistic indicated that no relationship
existed between frequency of responses to the item and frequency of t#tentesponses at the
seventh-grade level. Secondly, there was also no significant correlaticeebeatorrectness of
student response and Likert scale response at the ninth-graderJevél]8,p = .811,n = 188].
This statistic indicated that no relationship existed between frequencgponses to the item
and frequency of Likert scale responses at the ninth-grade level. Lastlyenpthiere was a
significant negative correlation between correctness of student respoinisikext scale
response at the 11th-grade leveH -.148,p = .045,n = 184]. This statistic indicated that the
frequency of correct responses decreased as the number selected oertleedlk increased at
the 11th-grade level, meaning that students who answered the problem correctbssvikely

to be confident with that answer than students who answered the problem incorrectly.
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Item 3

The third item dealt with the distinction between compound and simple events.
Responses were broken down by correctness of answer and by rating on thechikerThe
results for the seventh-grade students appear in Table 18, those for the ninthugies s
appear in Table 19, and those for the 11th-grade students appear in Table 20.
Table 18

Likert Scale Responses, Item 3, 7th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 1 3 5 22 11
Incorrect 14 18 33 38 29
Table 19

Likert Scale Responses, Item 3, 9th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 3 8 14 13 8
Incorrect 5 9 31 56 41
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Table 20
Likert Scale Responses, Item 3, 11th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 2 2 22 12 8
Incorrect 2 11 32 48 45

A Spearman correlation was computed comparing student response to Likert scale
response for this item at each individual grade level. Statisticalsssalyowed there was a
significant positive correlation between correctness of student responkikarndcale response
at the seventh-grade level £ .190,p = .012,n = 174]. This statistic indicated that the
frequency of correct responses increased as the number selected onrthexaikencreased at
the seventh-grade level, meaning that students who responded correctly émthenided to be
more confident with that correct response. Secondly, there was also aangmégative
correlation between correctness of student response and Likert scale eestgbeaninth-grade
level [r,=-.202,p = .006,n = 188]. This statistic indicated that the frequency of correct
responses decreased as the number selected on the Likert scale incréaseidtatgrade level;
thus, students who answered this question correctly were less confident witin#vesr than
students who answered incorrectly. Lastly, there was a significantveegatrelation between
correctness of student response and Likert scale response at the 11tkeagrigde= -.189,p =
.010,n = 184]. This statistic indicated that the frequency of correct responsesseecasahe

number selected on the Likert scale increased at the 11th-grade level, againgystudents
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who answered correctly tended to be less confident with their responses thars sudent
answered incorrectly.
Item 4

The fourth item dealt with the representativeness misconception. Resporeésoken
down by correctness of answer and by rating on the Likert scale. The festifte seventh-
grade students appear in Table 21, those for the ninth-grade students appeard, aiue
those for the 11th-grade students appear in Table 23.
Table 21

Likert Scale Responses, Item 4, 7th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 3 7 15 46 38
Incorrect 17 8 19 15 6
Table 22

Likert Scale Responses, Item 4, 9th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 2 12 26 38 47
Incorrect 2 6 17 20 18
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Table 23

Likert Scale Responses, Item 4, 11th Grade

Likert Scale Selection

Response 1 2 3 4 5
Correct 1 2 20 46 61
Incorrect 1 8 14 26 5

A Spearman correlation was computed comparing student response to Likert scale
response for this item at each individual grade level. Statisticalsisalyowed there was a
significant positive correlation between correctness of student responsike@mdcale response

at the seventh-grade level £ .459,p <.001,n = 174]. This statistic indicated that the

frequency of correct responses increased as the number selected onrthexalikencreased at
the seventh-grade level, so students who responded correctly to this question \ediieahydo
be confident in their answers. Secondly, there was no significant correlatiorbetwvesctness

of student response and Likert scale response at the ninth-gradeJeveldl,p = .212,n =

188]. This statistic indicated that no relationship existed between frequeraspohnses to the
item and frequency of Likert scale responses at the ninth-grade levdly, tteese was a
significant correlation between correctness of student response andscédertesponse at the

11th-grade levelr,= .386,p < .001,n = 184]. This statistic indicated that the frequency of

correct responses increased as the number selected on the Likert seakethat the 11th-grade
level; thus students who answered correctly tended to be more confident withgpeirsethan

students who answered incorrectly.
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Summary

Presented in this chapter were all of the data relevant to both the pilot aesktein
study. The pilot study results indicated that no significant differences beamgeof the
corresponding items on the open-ended and multiple-choice formats of the surtexy. ekie
multiple-choice format of the survey was more desirable for the study bmceding of
responses on the open-ended survey by more than one person could yield different sets of cod
data due to interpretation of meaning of student responses. The next chapter festussdi
of these data and implications of this study as well as possibilities foe fstiwaty building on

this research.
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CHAPTER V:
DISCUSSION
Introduction

This chapter features an overview of the research study, a restatertientesfearch
guestions for the study, a brief review of the literature, information relevdné instrument,
and a brief description of the population used in this study. Afterward are an itatéopref the
findings, conclusions based on the findings, implications of the study, and recommenfdations
future research.

Probability is one of the most versatile branches of mathematics is ¢éits usage, and
yet it is one of the most difficult branches of mathematics for pre-cadlegients to understand
and master. The intuitively-based misconceptions that were the focus of tiyisesteaed a
source for this difficulty. Understanding how these misconceptions relatade kgwvel will
help educators so that they can emphasize these specifics during instrubedimdihgs of this
study have implications for future empirical studies designed to assesssbaqe and
persistence of intuitively-based probabilistic misconceptions. This studgiited these
misconceptions in the context of self-efficacy, an area in which no previoasaeses found.

Overview of the Study

The purposes of the research study were to determine how each of four intbitisety
probabilistic misconceptions correlated to grade level and how, at each of the 7thp®th-, a
11th-grade levels self-efficacy correlated with achievement orsiteat tested for each of the

misconceptions. Students from each of those grade levels participated byatakingy that
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contained one item for each misconception, along with a corresponding item for theastoen
their confidence with their response on a five-point Likert scale. Speaomatations were
computed to determine if these variables were related.
Research Questions

There were two questions for this research study. They included theihgfiow

1. What is the relationship between students’ 7th-, 9th-, or 11th-grade level araf eac
the four intuitively-based probabilistic misconceptions of the represemtasigenisconception,
positive and negative recency effects, the distinction between compound and simpleaedents
the effect of sample size; and

2. What is the relationship between students’ responses in the 7th-, 9th-, and déth-gra
levels, to questions involving probability tasks and their perceived self-gfficanswering
those questions?

Review of the Literature

Two pieces of literature, Fischbein and Schnarch (1997) and Rubel (2002), examined
these misconceptions as they related to grade level. Fischbein and Schnarch tdumairiha
misconception” responses (a) decreased as grade level increased for puditiggative
recency effects and, to a lesser degree, the representativeness mtsmon@e increased as
grade level increased for the effect of sample size; and (c) ren@insthnt as grade level
increased for the distinction between compound and simple events. Rubel found that “main
misconception” responses (a) decreased significantly as grade leealsed for the effect of
sample size and (b) had an insignificant association with grade level fovepasid negative
recency effects and the distinction between compound and simple events. Thecdifere

probably due to the populations used in the studies. This study and the study by Fisehbein a
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Schnarch (1997) were done with relatively homogeneous populations, whereas the study by
Rubel (2002) featured a more heterogeneous, and potentially more random, sample.

How student achievement and self-efficacy correlate with respect toojrsioa
misconceptions was a focus of this study. Although mathematics achievenmelstesr
positively with self-efficacy in mathematics in general, no reseaeshl@cated correlating self-
efficacy with achievement in the context of these probabilistic misconceptions.

Instrument

Items used on the multiple-choice and open-ended instruments were developed over the
course of one month by referencing both Fischbein and Schnarch (1997) and Rubel (2002), along
with seventh-grade textbooks used in the school district in which the research teoarmlac
Alabama Course of Study: Mathemat{2603). A pilot study was conducted to determine if
responses on both instruments were similar. The pilot study found that frequenemsokes
were similar among similarly sized groups of students at each greade Tehis led to the
conclusion to use the multiple-choice instrument in order to minimize potential atgligui
student responses.

Study Population

The research study took place in a large public school district in Alabama. strinet th
located in a suburban area of a large metropolitan area of the state. Thegopaatmade up
of students in the 7th-, 9th-, and 11th-grade levels. In the 7th grade, 174 students took part in the
study; those numbers in the 9th and 11th grades were 188 and 184, respectively. Students in
ninth grade who participated in the study were taking Algebra 1, Algebra #gm@&@ry, and
Geometry Math Team classes; in the 11th grade, students were in Algebral2a/dg

Precalculus, Pre-AP Precalculus, and Precalculus Math Team classes.
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Interpretations of Findings

The interpretations of the findings in Chapter IV based on both research questions ar
presented in this section and arranged according to item. For each item, te Huodfest
research question, a Spearman correlation was found between the grade levehtsf ahabithe
numbers of responses of each type. Positive correlations in each of the dtatiatyses
indicated incorrect answers were more prevalent in higher grades thargtades, while
negative correlations indicated the opposite. For each item, to address the seeockl rese
guestion, a Spearman correlation was found at each grade level between tteess
student response to the item and the frequencies of student selections on the fivigrbint
scale. Positive correlations in each of the statistical analyses indiggkeer frequencies of
selections on the Likert scale at the high end for students who answeret\ctraecfor
students who answered incorrectly; negative correlations indicated hggpeencies of
selections on the Likert scale at the high end for students who answered ihctivagctor
students who answered correctly.

Comparisons to the findings of Fischbein and Schnarch (1997) and Rubel (2002) were
also made concerning the first research question. No research was loaltepvdéh self-
efficacy in the context of any of the probability tasks used on the survey, althouglpieces
of research indicated a positive correlation between self-efficacy mematics and
mathematics achievement (Collins, 1982; Hackett & Betz, 1989; Lent, Lopezskitie, 1993,
Pajares & Kranzler, 1995; Pajares & Miller, 1994). Therefore, no compar®otiser pieces of
literature could be made for the results of the statistical analyse®feetbnd research

guestion.
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Item 1 — Positive and Negative Recency Effects

The first item on the survey was concerned with the probabilistic miscamtepti
positive and negative recency effects. For this item, statistical ansihgsiged a significant
negative Spearman correlation between grade level of student and student resporale whe
three types of responses were considered and when only the correct resddhse‘main
misconception” were considered. These negative correlations indicated thagtrency of
incorrect responses tended to be lower in the higher grades. Thus, students in theddgker gr
tended to correctly answer the item concerning positive and negative retfents/raore so
than students in the lower grades, being less swayed in their responses leffeithdran
students in the lower grades. Conversely, students in the lower levels tended to showsespons
that reflected the “main misconception”, which corresponded to the negativeyretkut,
more than students in the higher grades.

For the Likert scale item related to this probabilistic misconceptiatiststal analyses
showed significant positive Spearman correlations between correctnésgesftsesponse and
frequencies of selections on the five-point Likert scale for each ofgiade and 11. These
positive correlations indicated that the frequency of selections on the lek&xtan the high
end, which indicated much certainty in the answer to the item, were higher fartstuth®
answered the item correctly than for students who answered the item ingat@etth of the
three grade levels. Thus, students who answered the item correctly tended to tenficeat
in that answer than students who answered incorrectly. Conversely, students whodati@vere
item incorrectly were more likely to be unsure of their answer than studbatanswered the

item correctly.
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While neither of the previous studies by Fischbein and Schnarch (1997) or by Rubel
(2002) examined formal correlations among the grade levels they studied forthaysofvey
items, both were concerned with trends across all grade levels in thectresstudies.
Fischbein and Schnarch made the same conclusion in their study, though infostiaitggard
to the “main misconception” responses, while Rubel found a statistically insggriassociation
in correct responses across the three grade levels.

Item 2 — The Effect of Sample Size

The second item on the survey was related to the probabilistic misconceptionftédhe e
of sample size. For this item, statistical analysis showed a significative@&pearman
correlation between grade level of student and student response when all treed tgpponses
were considered and when only the correct response and the “main misconcegten” w
considered. These positive correlations indicated that the frequency of ihcespanses
tended to be lower in the lower grades; therefore, students in the higher gisdesed the item
concerning the effect of sample size incorrectly more often than studeim¢slawer grades.
Alternately, students in the lower levels tended to show responses thaedeftextmain
misconception” less than students in the higher grades.

For the Likert scale item concerned with this probabilistic miscoragtatistical
analysis showed a significant negative Spearman correlation betweestrezsseof student
response and frequencies of selections on the five-point Likert scale onlydentstin 11th
grade. At the 11th-grade level, this negative correlation indicated that the numbedepfsst
who indicated high certainty of the correctness of their response tended to respoedtigdorr
the item. Therefore, 11th-grade students who responded to the probability itencihcbhee

more confidence with their selection than students who responded correctly tolthleilgy
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item. Alternately, students who responded to the probability item correctlg$saddnfidence
with their selection than students who responded incorrectly to the probability@ermrelations
for students in both grades 7 and 9 were not significant in the statistical anallysestorEe, at
both of those grade levels, there was no difference in the frequencies of higityessponses
on the Likert scale for students who answered the item correctly or studentaswered the
item incorrectly. Students who answered correctly and students who answeredilydorre
both of those grade levels had the same level of self-efficacy in their respons

Fischbein and Schnarch (1997) found that frequency of “main misconception” responses
increased with grade level, and Rubel (2002) found statistically significatiassns in both
correct responses (increase across grade levels) and “main misconceysjmmses (decrease
across grade levels). The results of this study for the first researt¢loguash respect to this
probabilistic misconception were more in line with that of Fischbein and Schnancth#taf
Rubel.

Item 3 — The Distinction Between Compound and Simple Events

The third item on the survey was concerned with the probabilistic misconception of
compound and simple events. For this item, statistical analysis showed neangr8pearman
correlation between grade level of student and student response when all tre@d tgpponses
were considered and when only the correct response and the “main misconcegten” w
considered. Therefore, grade level was not related to student response withtoetbyge
distinction between compound and simple events. Based on the frequencies of each & the thre
types of responses, roughly equal numbers of students answered this itemreotly @rd

incorrectly.
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For the Likert scale item related to this probabilistic misconceptiarstatal analysis
showed a significant positive Spearman correlation between correctrstgdaft response and
frequencies of selections on the five-point Likert scale for students inatie.gAt the 7th-
grade level, this positive correlation indicated that the numbers of students wiadeddiwich
certainty of their response’s correctness answered the item cprréherefore, students who
answered the item correctly were more confident in that answer than stuterdaswered the
item incorrectly. Alternately, students who answered the item incorreetly less confident
with their response than students who answered the item correctly.

However, at both the 9th- and 11th-grade levels, statistical analyses showechsignif
negative Spearman correlations between correctness of student response amciészglie
selections on the five-point Likert scale. These negative correlationatiedliithat the
frequencies of students who indicated high certainty with their responsdyaahsater the item
incorrectly more than students who answered the item correctly. Students wieoeahthe
item correctly were less confident with their answer than students who adsheitem
incorrectly. Likewise, students who answered the item incorrectly were muehconfident
with that incorrect answer than students who answered the item correctly.

Fischbein and Schnarch (1997) found that frequency of “main misconception” responses
stayed consistent with grade level. Rubel (2002) did not have a comparable item sedehre
but among items testing for similar concepts, no statistically signifessociations were found
between correct responses and grade level.

Item 4 — The Representativeness Misconception
The fourth item on the survey was related to the probabilistic misconception of

representativeness. For this item, statistical analysis showed nacsigh8pearman correlation
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between grade level of student and student response when all three types of segpmnse
considered and when only the correct response and the “main misconception” weaterednsi
Therefore, grade level was not related to student response with respeceforésentativeness
misconception. Based on the frequencies of each of the three types of respgesesla
upward trend emerged for correct responses, but this trend was not statsiafigant.

For the Likert scale item concerned with this probabilistic misconceptatistEal
analyses showed significant positive Spearman correlations betweenresseanf student
response and frequencies of selections on the five-point Likert scale for stundeoth the 7th
and 11th grades. At those two grade levels, the positive correlations indicated thatlibesnum
of students who indicated high certainty of the correctness of their responsettenekpond
correctly to the item. Therefore, students who answered the item cpwec more confident
in that answer than students who answered the item incorrectly. Altersatelgnts who
answered the item incorrectly were less confident with that incomeuatea than students who
answered the item correctly. The related correlation for students in gradenBtvgagmificant.
Therefore, at the ninth-grade level, there was no difference in the frecgiehbigh certainty
responses on the Likert scale for students who answered the item corrsttigemts who
answered the item incorrectly.

Fischbein and Schnarch (1997) found that frequency of correct responses decrease
across grades 7 and 9, while “main misconception” responses increased asposartieegrade
levels. They also found that there was no difference in responses between gratié$ fba
either correct or “main misconception” responses. Rubel (2002) did not have a compamable i

in her research.
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Conclusions
Item 1 — Positive and Negative Recency Effects

Correlations for this probabilistic misconception indicated the followingn@e
students answered the item correctly in the higher grade levels than in éneiw®s, and (b)
students in all three grade levels who answered this item correctly tended tcebsonfatent
with their answer than those who answered the item incorrectly. This was grdbabh part
to the exposure of this specific type of problem to students in those grade levelsisihirly
common in the study of probability. Looking at the responses across gradetleveddio of
correct answers to “main misconception” answers at the 7th-, 9th-, and 11tHeyeldevere
3:1, 5:1, and 8:1, respectively. Clearly a good job is being done in the district where this
research took place to address this particular probabilistic misconceptionioAaltit of
students who answered this item correctly, the percentages of students who ranked thei
confidence a 4 or 5 on the Likert scale in the 7th-, 9th-, and 11th-grade level&/#%&r89%,
and 91%, respectively. Therefore, not only did more students answer the itemycaggcdde
level increased, their confidence in their responses also increased. Trices¢ages explain to
some degree the positive correlations found for the Likert scale portions at eaetihvée
grade levels.

At the 10th-grade level, independent events are generally taught through tifie use
playing cards as a manipulative rather than coins. Students may have icattyddfuating
independent events with other manipulatives such as coins or dice, having not rbatizedt
flips were independent events. The emphasis placed on one type of manipulative may have
made students unaware of the concept of independent events across multiple probabilisti

settings.
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Item 2 — The Effect of Sample Size

Correlations for this probabilistic misconception indicated the followigm(re
students were answering the item incorrectly in the higher gradesttize lower grades, and
(b) at the 11th-grade level, students who answered this item correctly tendddse d@nfident
with their answer than those who answered the item incorrectly. This partypéeof problem
is a difficult one, due to the fact that sample size was rarely regarded in naiddlkigh-school
probability instruction. Further, no mention is mad@iabama Course of Study: Mathematics
(2003) regarding sample size in probability instruction. Students typically“feast” on their
own about the effect sample size has on probabilities, and unfortunately, few atduakiyn
this effect, as evidenced by the results of this study. Responses acrbssdlggdde levels
indicated the ratio of “main misconception” responses to correct responsesatcfieom 3.5:1
to 4:1 to 5.5:1 across the 7th-, 9th-, and 11th-grade levels, respectively. Percensagbents
who correctly answered the question ranked their confidence a 4 or 5 on the Lilecirt Hta
7th-, 9th-, and 11th-grade levels 52%, 80%, and 55% of the time, respectively.

Not only did the occurrence of incorrect answers increase across grddedefidence
in answers was higher with students at the 11th-grade level who incorrectradsire
guestion than that for students who correctly answered the question. Although 55% of students
at the 11th-grade level who correctly answered this question ranked their noefalé or 5, the
percentage of students at this grade level who incorrectly answer thieaest ranked their
confidence a 4 or 5 was 76%, which also lended to the negative correlation fonthigthe
respect to the first research question. Another anomaly was the 80% confidemoétgrade
students who answered the question correctly, which was out of line compared withé¢he sa

percentages of students at the 7th- and 11th-grade levels. This concept may msaegheer
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mentioned recently at that level, or a higher percentage of those studentsymbwgdha teacher
who was comfortable with teaching probability. Additionally, students at tlemge or ninth-
grade levels may not have understood if they were working the problem correctly.

This probabilistic misconception is certainly one that needs more emphasis phait
during instruction. Teachers would expect that frequencies of misconceptions woeklkdecr
after instruction; it was clear that in this school district, not enough emphasiglaced on this
misconception in previous courses. With the increase in the frequency of “main rageamc
responses with increasing grade level, it was evident that studentgdeithet understand that
sample size needed to be taken into consideration or they neglected that pierenattion as
extraneous.

Item 3 — The Distinction Between Compound and Simple Events

Correlations for this probabilistic misconception indicated the followingh@e was no
significant correlation between the numbers of correct or “main miscoanépdisponses for
students in the three grade levels, (b) at the seventh-grade level, studentswénedtiss item
correctly tended to be more confident with their answer than those who answatechthe
incorrectly, and (c) at the 9th- and 11th-grade levels, students who answereshttasritectly
tended to be less confident with their answer than those who answered the itenatigicorre
According to previous research, students have trouble with this misconceptiontireths¢e a
difference in two identical dice being rolled and two dice that have somegdiisthing featured,
such as having differently colored surfaces, being rolled (Lecoutre, 1992; Le&ddtnand,
1988). If identical dice were used, students often did not understand that a 5 on one die and a 6
on the other was a different roll than a 6 on the first die and a 5 on the second. The frequencies

of “main misconception” responses to correct responses stayed constant atia adrass all
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three grade levels. Additionally, the percentages of students who rankeathesit cesponse to
the question as a confidence level of 4 or 5 on the Likert scale were 79%, 46%, and 43% in the
7th-, 9th-, and 11th-grade levels, respectively.

Confidence in correct responses was high for students at the seventh-gradehevel. T
79% rate of high confidence for correct responses at this grade level, corgotre 51% high
confidence for incorrect responses at this grade level, explained some of tmebedaiad this
positive correlation. The low percentages of students who ranked their correct eesjtbns
high confidence at the 9th- and 11th-grade levels were 46% and 43%, respecimgigrexd
with 68% and 67% as their incorrect response counterparts. Because the ratias of “
misconception” responses to correct responses stayed even across thaderésvgls,
combined with these percentages on the Likert scale portion of the item, i ts sag that this
concept was probably not expanded on through the grade levels. If the materiaightigitthe
same way with the same manipulatives, student who incorrectly understood ¢hialrtie first
time may have had their misunderstanding bolstered by an unchanging delitrexyvadterial or
the non-use of other materials. Both of these scenarios could have hampered a better
understanding of the distinction between compound and simple events. Regardless of the
specific deficiency, increasing emphasis should be placed on this topic, whiobablgr
touched on with little emphasis in the higher grade levels.

Item 4 — The Representativeness Misconception

Correlations for this probabilistic misconception indicated the followingh@e was no
significant correlation between the numbers of correct or “main miscoanépdisponses for
students in the three grade levels, and (b) at the 7th- and 11th-grade levahts sthde

answered this item correctly tended to be more confident with their answehdse who
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answered the item incorrectly. Perceived randomness of specific outcomgeneaally
extrapolated to the entire class of outcomes with perceived randomnesshatheaving
observed the specific outcome as individual. The frequencies of correct resperségyher
than “main misconception” responses for this item, but not by an overwhelming number. The
ratios of correct responses to “main misconception” responses ranged frono 2.5:1 ffor all
three grade levels, which indicated little correlation with this missptnan to grade level.

Students at both the 7th- and 11th-grade levels tended to rate their copecsesswith
high certainty. At the seventh-grade level, 71% of students who answered the quesgtictiyc
ranked their confidence as a 4 or 5, compared to 32% of their counterparts who answered the
guestion incorrectly. For the 11th-grade level, those respective percentag82%eard 57%.
At the ninth-grade level, though, no significant correlation was found; this caebevith 68%
of students ranking their correct responses with high confidence compared to G0éeofss
ranking their incorrect responses likewise. Students at the 11th-grade/¢éeNelhave
undoubtedly encountered this type of question previously and were good at distinguishing one
specific outcome from an entire class of random outcomes. Seventh-yidel®s may not
have even taken into consideration that one outcome could have possibly represented, in their
minds, several outcomes. Just as with the distinction between compound and simple events,
increasing emphasis needs to be placed on these concepts in the higher grades

Implications
Theoretical

The two studies that focused on the same misconceptions as this study and bad simil

results were Fischbein and Schnarch (1997) and Rubel (2002). The findings from #ihrese

study are similar to the findings in both previous studies. Theoretically, thisiultyinitiate
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a dialogue in the state of Alabama about the ways that probability is taugktmiddle- and
high-school grades, especially as regards the misconceptions of effatipié seze and
distinction between compound and simple events, both of which had higher frequencies of
incorrect responses in the higher grade levels. This study also highlightedte eenphasize
sample size in the study of probability, as it is rarely taught or mentionedualplity curricula
and students seemed to have the most difficulty with that particular miscomcepti

To better increase students’ exposure to these misconceptions, spemiénges need to
be made in future editions 8fabama Course of Study: Mathemat{2603) and local
curriculum guides. These references should include the individual misconceptiogsvéh
the correlations found in this research, especially those of the effect of sanepdad the
distinction between compound and simple events, as these had the most alarming outeomes wh
it came to student retention of conceptual understanding. Emphasis should be placed on using
multiple manipulatives to cover concepts for which they would aid in student undemgtandi
(such as using coins or dice for independent events).

Another implication of this study is that it may encourage the study offfietiay, an
already much researched topic, specifically in the study of probabiliter &1 exhaustive
search, no research was found dealing with self-efficacy in the contéesef $pecific
probability tasks. With self-efficacy being a key predictor in achievemandnly in
mathematics but in other disciplines, it is necessary to foster positiveffsgicy as a portion of
the probability curriculum. Students may benefit from increased positivefiedcy in such a

way that their abilities in the study of probability would also increase.
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Practical

The practical implications from the results are compelling. NCTM (2000) has
emphasized the importance for students to be able to read data and come to conchesioms ba
that data, which requires of those students a working knowledge of probability. Among the
expectations, NCTM strongly advocates that by the time students graduateigh school,
they should be able to (a) “understand how to compute the probability of a compound event”, (b)
“use simulations to construct empirical probability distributions”, (c) “urtdatsthe concepts of
conditional probability and independent events”, and (d) “use proportionality and a basic
understanding of probability to make and test conjectures about the resultsroherfseand
simulations.” Lack of knowledge in any one of these expectations may lead to the
misconceptions arising from the use of intuition in the field of probability, a focisgsagtudy.

Considering each misconception individually, teachers can adapt or modify iostalict
materials such as procedures, examples, or activities to include discubsionghase
misconceptions, including students’ misunderstandings when choosing incorreetsattsw
guestions where those mathematical misconceptions may arise. Teadhszdefter informed
for what instruction is appropriate regarding students’ misconception choicestutlyes
investigation focus on classroom instruction looked into how misconceptions relateeto thre
grade levels (7th, 9th, 11th). The probabilistic misconceptions of effect of sangéndiz
distinction between compound and simple events could have more emphasis placed on them for
future study since they had the most troubling results. Responses concerned vixeh grasit
negative recency effects, for example, correlated with grade leved indy that was expected,

where frequency of correct answers increased over the three grade levels.
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Writers of curricula can use the results to adapt benchmarks in probabilitietd re
testing for misconceptions. Teachers at grade levels below gradealswiknow what
misconceptions tend to increase with grade level so that they can begin ctivesm¢ppics
early with students, possibly helping to minimize the effect those misconcepilbhave in the
study of probability. With a better understanding of probability and its fatetiergs may
become more proficient in fields where probability is a necessary andoalkarid may become
better at making sense of data that is presented in those fields.

A clearer understanding of probability should also help to bolster student s=tzefin
the area of mathematics instruction. By guiding students, teachers givstimesats thorough
backgrounds for a high degree of probability comprehension; this effectively motdkents
with the purpose and uses of probability, which may lead to a higher degree of positive self-
efficacy, since self-efficacy correlates positively with mathtes achievement (Collins, 1982;
Duval & Wicklund, 1982; Hackett & Betz, 1989; Lent, Lopez, & Bieschke, 1993; Matsui,
Matsui, & Ohnishi, 1990; Nicolaou & Philippou, 2007; Pajares & Kranzler, 1995).

Future Research
Extensions of Research Study

The lack of research in the area of intuitively-based probabilistic miscomtegtiggests
there is a great need for research in this area. This research studyyamoatned with the
four specific misconceptions of positive and negative recency effects, thieoéféanple size,
the distinction between compound and simple events, and the representativeness mmtoncept
and their correlations with grade level, as well as students’ self@ffinahe context of these

misconceptions. Further research could extend this study by attempting to mincilere
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outcomes in understanding the presence or absence of misconceptions at the 7the, Bilh-a
grade levels.

Further research could focus on multiple items reflecting the samermoegation, which
would bring some internal consistency reliability to the instrument. Betaeseewas only one
item related to each of the four misconceptions on the survey, internal consistaiilty was
not tested for the instrument used in this study; the researcher chose not to hestdbability
since the items were viewed individually. A more in-depth survey using mutephs testing
for the same misconceptions would further advance research in this aregyof stud

A third area of research that could be pursued is with regard to student setfyeffica
Self-efficacy in general mathematics has been studied, but the lack otheseaelf-efficacy as
it regards to probability, specifically to the misconceptions caused by tinistieeof
representativeness, suggests more investigation is warranted.

A fourth area of research which is probably necessary is that regardieieitteof
sample size. This probabilistic misconception was strongest in the lades ginathis study,
suggesting a possible compounding effect of this misconception throughout probability
instruction, either by explicit instruction or lack thereof. Regarding $ithey, students at the
11th-grade level were incredibly confident in their wrong answers forghedoncerning this
probabilistic misconception, again suggesting some deficiency in the covethgetopic. An
entire research study could probably focus only on this misconception.

Modifications of Research Study

The results indicated that several modifications could be made as a meaneeof fut

research. The research of Fischbein and Schnarch (1997) and Rubel (2002) examined other

intuitively-based probabilistic misconceptions that were not examined ire@anch; those
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misconceptions include the conjunction fallacy, availability, and the effect ohtleeatiis;

Rubel specifically examined students’ misconceptions with counterintuitivetooradi

probability problems. The same approach used in the present study’s investigatidmecoul

applied to the other misconceptions studied by Fischbein and Schnarch and Rubel, examining no
only the correlations of the misconceptions with grade level but also with Bedfegf Such

research would strengthen the study of self-efficacy to those other meptions, broadening

the current self-efficacy research.

A second modification would be to examine students in grades other than 7, 9, or 11. In
addition to students at the 7th-, 9th-, and 11th-grade levels, Fischbein and Schnarchl$b997)
examined college students who were prospective teachers specializiathenmatics and fifth-
grade students in their research; Rubel (2002) examined fifth-grade studemteesehech as
well. Research modification within this area could include fifth-grade leggeostudents or
students from other grade levels not examined by any of the three studiesnurdetf those
correlations extended beyond the 7th- through 11th-grade levels with respect to the
misconceptions presented in this research study or any of the previously mentioned
misconceptions that were a part of the other two pieces of research.

A third modification could include examinations of differences in responses at drey of t
grade levels. Chi-square statistics could be computed to determine whahd#femay exist
for any of the misconceptions presented in this research study or any of theistiogiceptions
presented in the other two pieces of research. This data was found by Rubel (2008ifor cer
misconceptions, but no further research was located looking at these speaticstat

A fourth modification could be an examination of the misconceptions based on gender.

Not only could future research look at the differences that exist among gvatke It could also
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examine differences at grade level with respect to gender, takingodord three-way
associations of grade level, gender, and responses to the survey itemsndaiffeneself-
efficacy with respect to gender could also be examined. Lent, Lopez, and Bigsa®&efound
that males had a higher self-efficacy with mathematics in general, bre &ttidy could look at
that self-efficacy as it relates to probability and the misconceptiongicake

Closing Summary

This study was an extension of the research by Fischbein and Schnarch (1997) on
intuitively-based probabilistic misconceptions; however, this study looked bitilgse
misconceptions sourced in the heuristic of representativeness: positive and negatieg r
effects, the effect of sample size, compound and simple events, and represeEsmtivenly
correlations between student responses to items testing for the miscaneegitibhe grade level
of those students were investigated. Investigation also sought to address@osrbitween
the participants’ responses and their self-efficacy as measured orpaifivéikert scale.

The major findings of this study were that the only correlations existimgeba correct
student responses and grade level were a positive correlation for positive ancgmegahcy
effects and a negative correlation for the effect of sample size. dRegtne self-efficacy
aspect of this study, positive correlations existed for self-efficacy@melot responses for
positive and negative recency effects (at all three grade levels), tinetthstbetween
compound and simple events (at the seventh-grade level), and the represassative
misconception (at the 7th- and 11th-grade levels); negative correlatioresidwisthe effect of
sample size (at the 11th-grade level) and the distinction between compound aneégeniddat

the 9th- and 11th- grade levels).
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Implications from the study have potential for classroom teachers who teachiliyoba
Instructional materials can be adapted from students’ probability misdammsefhat could
provide a positive efficacy during choice considerations. Teachers cansdisisgenceptions
with students to understand why certain intuitive answers to probability tasksatlag correct
ones. Conceptual probability knowledge, an NCTM standard, is essential for students’
mathematical success; this study proffered several essentiatgraals in the teaching of

probability to pre-college students.
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UNIVERSITY OF ALABAMA
Informed Consent Statement for Parental Permission

Dear Parent/Guardian:

It is being requested of your child to participate in a research study thatdlda
misconceptions about tasks involving probability. The study is called “The Appeafance
Intuitively Based Probabilistic Misconceptions in Secondary Education Studérts.5tudy is
being conducted by Paul N. Kustos, a doctoral candidate in the DepartmenticdlGomi&
Instruction in the College of Education at The University of Alabama. Mndsus supervised
by his dissertation Chair, Dr. Craig S. Shwery, Associate Profestite Department of
Curriculum & Instruction in the College of Education.

What is this study about?

The purpose of this study is to determine if there are correlations among stgdsahe level,
students’ perceptions of themselves in being able to answer problems involvinigilggzoba
correctly, and students’ ability in being able to answer questions involving plibpbedbitectly.
Probability is the branch of mathematics dealing with the likelihood that anisuerdccur.

Why is this study important? What good will the results do?

The results may help teachers who teach probability to students in those gradisrig them

to see how students think about probability and how to help students overcome obstacles in their
thinking about probability.

Why has my child been asked to take part in this study?

Your child has been asked to participate because he or she is in one of the above mentioned
grades and is representative of the larger population of students in one of the above mentioned
grades.

How many people besides my child will be in this study?
About 800 students will be in this study.

What will my child be asked to do in this study?

Should you decide to allow your child to participate in this study, you will tigentise attached
permission form. Your child will then be explained the study and then asked if he or she would
like to participate. There will be a second permission form that your childigwillssating that

he or she would like to participate. If your child provides this assent to be in tyerstunt she

will be asked to complete a couple of demographic items (grade and gender) and to amplete
instrument consisting of nine questions regarding probability and nine accangphrikert-type
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guestions asking for his or her perception of the answer given to each probabgitgrqué&he
total anticipated participation time for your child will be approximately 2tutes.

Will being in this study cost me or my child anything?

There will be no cost to you for allowing your child to be in this study. The only cgstito
child will be his or her time in responding to the survey instrument and demographic
information. There is no compensation to students for being in the study.

Can the researcher take me out of this study?

Your child’s participation in this study is completely voluntary. Refusal tacgzate will
involve no penalty. Your child’s grade in school will not be affected by his or heaké¢fus
participate, and there will be no behavioral or other penalty imposed by your tbadfer. At
anytime during the survey, your child may skip a question or stop from congplleé survey at
any time.

What are the benefits of being in this study?
There are no direct benefits to you or your child from being in this study. Howeaehers
may benefit from the knowledge gained in this study which will help future students

What are the risks (dangers or harm) to my child if he or she is in the sty®
There are no foreseeable risks or discomforts involved in this study.

How will my child’s confidentiality (privacy) be protected? What will happen to the
information the study keeps on my child?

To assure anonymity of responses, provide your child’s name only on the permissiohtf@m a
end of this consent statement. Your child will not provide his or her name anywhere on the
instrument, and no other information, other than grade level and gender, will bedather
Confidentiality of responses will be maintained by the researcher sesvthg aole individual
with access to the data.

What are the alternatives to being in this study? Do | have other choices?
Your child’s participation in this study is completely voluntary.

What are my child’s rights as a participant?

Taking part in this study is voluntary—it is your free choice whether tavaitmur child to
participate. Your child may choose not to take part in the study at alluricidd starts the
study, he or she may stop at any time. Leaving the study will not result peaaity or loss of
any benefits your child would otherwise receive.
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The University of Alabama Institutional Review Board (IRB) is the cottemithat protects the
rights of individuals, such as your child, in research studies. The IRB may &uigwrecords
from time to time to be sure that individuals in research studies aretbeaed fairly and that
the study is being carried out as planned.

Who do | call if | have questions or problems?

If your child has questions about the study, he or she may ask them during the syodyhave
guestions about the study now or later on, please contact the investigator, Paul N. Klstos, e

by e-mail at pkustos@hoover.k12.al.us, or by phone at 205-492-9866. You may also contact my
dissertation Chair and advisor, Dr. Craig S. Shwery, at 205-348-1181. If you havesatigryu

about your child’s rights as a research participant, you may contact Ma. Nlgles, The

University of Alabama Research Compliance Officer, at 205-348-5152.
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UNIVERSITY OF ALABAMA
Parental Permission Form

Please keep the informed consent statement presented on the previous front and back page f
your records. Please return this parental permission form if you choose tgoloawhild
participate in the study.

| hereby give consent for my child, , to participate in the
study called “The Appearance of Intuitively Based Probabilistic diseptions in Secondary
Education Students.”

Parent/Guardian Signature:

Parent/Guardian Name (please print):

Date:
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UNIVERSITY OF ALABAMA
Participant Assent Form

Dear Potential Participant:

| am from the University of Alabama, and | am doing a study to try to learn howepgmpl age
are at working probability questions. | am asking your help because | do not kryormvueh
about this topic and want to learn more about it.

If you agree to be in my study, | am going to give you a survey that hagosobadility

guestions on it. These questions will ask your opinion on several questions, and they will also
ask how sure you are that your answers to those questions are correct. Thehsurdeake no
more than 20 minutes to complete.

You can ask questions that you might have about this study at any time. Also, if iiuadec

any time not to finish, you may stop whenever you want. Remember, these questmmly ar

about what you think. This is not a test, and you will not be graded on it. Also, no one will be
able to tell how you answered the questions on this survey.

If you sign this paper, it means that you have read this and that you want to bstudshelf

you do not want to be in the study, do not sign the paper. Remember, being in the study is up to
you, and no one will be upset if you do not sign this paper or even if you change your mind late

Sincerely,

Paul N. Kustos

Signature of Participant:

Date:
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PROBABILITY AND SELF-EFFICACY INSTRUMENT (FREE RESPONS$E
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Demographics
Grade (circle one): 7 9 11

Gender (circle one): Female Male

Probability and Self-Efficacy Instrument

For each of the following probability questions please indicate the answer yexeltelibe

correct by placing the letter of the answer in the blank provided. Please proyidmerinswer

per question, and make sure to answer every question. In addition, for each question, indicate
the degree to which you are certain that your answer is correct bygitoe appropriate

number, using the following scale:

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5

la) A guarter has two sides: heads or tails. On each flip of the quarterhedhsror
tails comes up. If Casey flips a quarter three times, and all threerdipaila,
what would happen on a fourth flip? Explain your answer.

1b) How certain are you that your answer to question 1a is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5
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2a)  Youflip a quarter 10 times and get 7 heads. What is the most likely thing to happen if
you flip the quarter 100 times? Explain your answer.

2b) How certain are you that your answer to question 2a is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5

3a) Two six-sided dice have faces numbered 1, 2, 3, 4, 5, and 6. If the two dice are
rolled together, which is more likely to be rolled face up: (a) one 5 and one 6, or
(b) two 6's? Explain your answer.

3b) How certain are you that your answer to question 3a is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5
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4a) Draw 4 numbers from a bag which contains the numbers 1 through 30. Which set
of numbers would most likely be drawn: (a) 8, 9, 10, 11, or (b) 4, 28, 17, 19?
Explain your answer.

4b) How certain are you that your answer to question 4a is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5

* Adapted from Fischbein and Schnarch (1997) & Rubel (2002)
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APPENDIX C

PROBABILITY AND SELF-EFFICACY INSTRUMENT (MULTIPLE CHOCE)
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Demographics
Grade (circle one): 7 9 11

Gender (circle one): Female Male

Probability and Self-Efficacy Instrument

For each of the following probability questions, select the answer you think is dornedting
the letter of the answer in the blank. Please only put one answer per question, anaenake s
answer every question. Also, for each question, circle the number for how sure gbowre
your answer being correct, using the following scale:

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5

la) A guarter has two sides: heads or tails. On each flip of the quarterhedhsror
tails comes up. If Casey flips a quarter three times, and all threar#ipails,
what would happen on a fourth flip?

heads tails same chance of heads or tails

Explain the choice you selected.

1b)  How certain are you that your answer to question 1a is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5
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2a)  Which is more likely to happen?
______youflip a quarter 10 times and get 7 heads
_____you flip a quarter 100 times and get 70 heads
______both have the same chance

Explain the choice you selected.

2b)  How certain are you that your answer to question 2a is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5

3a) Two six-sided dice have faces numbered 1, 2, 3, 4, 5, and 6. If the two dice are
rolled together, which is more likely to be rolled face up?

one 5 and one 6 two 6’s both have the same chance

Explain the choice you selected.

3b) How certain are you that your answer to question 3a is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5
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4a) Draw 4 numbers from a bag which contains the numbers 1 through 30. Which set
of numbers would most likely be drawn?

8,9, 10,11 4,28,17, 19
both sets of numbers are equally likely to be drawn

Explain the choice you selected.

4b)  How certain are you that your answer to question 4a is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5

* Adapted from Fischbein and Schnarch (1997) and Rubel (2002)
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APPENDIX D

SAMPLE STUDENT RESPONSES, FREE RESPONSE SURVEY
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Demographics
Grade (circle one): @ \) 9 11

Gender (circle one): @ eméf% Male

Probability and Self-Efficacy Instrument

For each of the following probability questions please indicate the answer you believe to be
correct by placing the letter of the answer in the blank provided. Please provide only one answer
per question, and make sure to answer every question. In addition, for each question, indicate
the degree to which you are certain that your answer is correct by circling the appropriate
number, using the following scale:

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5

la) A quarter has two sides: heads or tails. On each flip of the quarter, either heads or
tails comes up. If Casey flips a quarter three times, and all three flips are tails,
what would happen on a fourth flip? Explain your answer.
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1b)  How certain are you that your answer to question 1a is correct?
Not Very Certain Not Certain Unsure Certain Very Certain

1 2 3 ‘ 4 5

7th Grade Student Response, Item 1
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2a)  You flip a quarter 10 times and get 7 heads. What is the most likely thing to happen if
you flip the quarter 100 times? Explain your answer.
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2b)  How certain are you that your answer to question 2a is correct?
Not Very Certain Not Certain Unsure ﬁegf% Very Certain
1 2 3 ( 4 5
3a)

Two six-sided dice have faces numbered 1, 2, 3, 4, 5, and 6. If the two dice are

rolled together, which is more likely to be rolled face up: (a) one 5 and one 6, or
(b) two 6’s? Explain your answer.
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CWWH are you that your answer to question 3a is correct?

Not Very Certain /" Not Certain

Unsure Certain Very Certain
1 2 3 4 5

7th Grade Student Responses, Items 2 and 3
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2a)  You flip a quarter 10 times and get 7 heads. What is the most likely thing to happen if
you flip the quarter 100 times? Explain your answer.
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2b)  How certain are you that your answer to question 2a is correct?

Not Very Certain Not Certain Unsure Ge@ Very Certain
1 2 3 4 5

3a) Two six-sided dice have faces numbered 1, 2, 3, 4, 5, and 6. If the two dice are
rolled together, which is more likely to be rolled face up: (a) one 5 and one 6, or
(b) two 6’s? Explain your answer.
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3b)  How certain are you that your answer to question 3a is correct?

. :
Not Very Certain Not Certain Unsure Certain yéry Certain\\ ‘)
1 2 3 4 5 -

9th Grade Student Responses, Items 2 and 3
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Demographics

Grade (circle one): 7 9 @
Gender (circle one): @@ Male

Probability and Self-Efficacy Instrument

For each of the following probability questions please indicate the answer you believe to be
correct by placing the letter of the answer in the blank provided. Please provide only one answer
per question, and make sure to answer every question. In addition, for each question, indicate
the degree to which you are certain that your answer is correct by circling the appropriate
number, using the following scale:

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 4 5

la) A quarter has two sides: heads or tails. On each flip of the quarter, either heads or
tails comes up. If Casey flips a quarter three times, and all three flips are tails,
what would happen on a fourth flip? Explain your answer.
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1b)  How certain are you that your answer to question la is correct?

Not Very Certain Not Certain Unsure Certain Very Certain
1 2 3 ‘ 5

11th Grade Student Response, Iltem 1
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2a)  You flip a quarter 10 times and get 7 heads. What is the most likely thing to happen if
you flip the quarter 100 times? Explain your answer.
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2b)  How certain are you that your answer to question 2a is correct?

Not Very Certain Not Certain

Unsure Certain Very Certain
1 2 3 (4) 5
\_/
3a) Two six-sided dice have faces numbered 1, 2, 3, 4, 5, and 6. If the two dice are
rolled together, which is more likely to be rolled face up: (a) one 5 and one 6, or
(b) two 6’s? Explain your answer.
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3b)

How certain are you that your answer to question 3a is correct?

Not Very Certain Not Certain Unsure Certain

Very Certain
1 2 3 4 5

11th Grade Student Responses, Items 2 and 3
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