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Cosmic-ray electrons and positrons (CREs) at GeV-TeVenergies are a unique probe of our local Galactic
neighborhood. CREs lose energy rapidly via synchrotron radiation and inverse-Compton scattering
processes while propagating within the Galaxy, and these losses limit their propagation distance. For
electrons with TeV energies, the limit is on the order of a kiloparsec. Within that distance, there are only a
few known astrophysical objects capable of accelerating electrons to such high energies. It is also possible
that the CREs are the products of the annihilation or decay of heavy dark matter (DM) particles. VERITAS,
an array of imaging air Cherenkov telescopes in southern Arizona, is primarily utilized for gamma-ray
astronomy but also simultaneously collects CREs during all observations. We describe our methods of
identifying CREs in VERITAS data and present an energy spectrum, extending from 300 GeV to 5 TeV,
obtained from approximately 300 hours of observations. A single power-law fit is ruled out in VERITAS
data. We find that the spectrum of CREs is consistent with a broken power law, with a break energy at
710� 40stat � 140syst GeV.

DOI: 10.1103/PhysRevD.98.062004

I. INTRODUCTION

Despite constituting only a small fraction of the total
cosmic-ray flux, cosmic-ray electrons and positrons
(CREs) provide an important and unique probe of our
local Galactic neighborhood. They rapidly lose energy
while propagating in the Galaxy via synchrotron radiation
and inverse-Compton scattering processes. This limits the
propagation distance for TeV electrons to of order ∼1 kpc
[1–3] and implies that CREs at TeV energies can provide
constraints on local cosmic-ray accelerators and diffusion
effects.
The Fermi-LAT [4] Collaboration and the AMS-02

Collaboration [5], have measured the CRE spectrum up
to energies of ∼1 TeV. More recently, both the DAMPE [6]
and CALET [7] Collaborations have measured the CRE
spectrum to a few TeV with excellent energy resolution. At
higher energies, these instruments run out of statistics due
to the combination of the steep CRE spectrum and their
relatively small acceptances. Ground-based imaging atmos-
pheric Cherenkov telescopes (IACTs) can extend the CRE
spectrum to higher energies due to their large collection
areas (∼105 m2). H.E.S.S. [8,9] and MAGIC [10] have
demonstrated this ability and have measured the CRE
spectrum up to energies of several TeV. Their results agree
with the space-based measurements, within systematic
uncertainties, in the energy range where the sensitivities
overlap. The combined picture that has emerged is one
where the CRE spectrum can be described by a simple
power law from ∼10 GeV up to just below ∼1 TeV. At
higher energy, H.E.S.S. sees a spectral steepening1 while
MAGIC data are consistent with a single power law up to
∼3 TeV, although with larger statistical uncertainties. The
DAMPE and CALET data also see a break in the CRE
spectrum at ∼1 TeV [7] [6].

The inclusive CRE spectrum is understood to have
contributions from both electrons and positrons and some
instruments are able to separate the two components. The
energy dependence of the positron fraction, eþ=ðeþ þ e−Þ
has been measured for energies greater than 10 GeV by the
HEAT [11], PAMELA [12], Fermi-LAT [13], and AMS-02
[14] Collaborations. The fraction is found to rise with
increasing energy up to ∼200 GeV, above which it appears
to flatten out. Positrons are believed to be produced mainly
in interactions between cosmic rays and interstellar gas, and
this results in a positron fraction that decreases with energy.
The unexpected increase could imply the existence of
additional local sources such as pulsars or supernovae
remnants. A more exotic explanation for the excess would
be the annihilation or decay of DM particles. More
conventional methods such as an improved propagation
model [15] or a better accounting of secondary production
might explain the results. A full understanding of this
situation will require detailed input about both the positron
fraction and the CRE spectrum. Given that the CRE
spectrum, including its behavior at TeV energies, is such
an integral component, it is important for all instruments
capable of making such measurements to contribute.

II. METHODS

VERITAS is an IACT instrument. In contrast to space-
borne detectors like Fermi-LAT and AMS-02, IACTs do
not measure the primary particles (electrons, photons,
nuclei) directly. They detect the Cherenkov light generated
by charged particles in air showers that result from the
impact of the primaries on the upper atmosphere. As such,
there is no information on the charge of the primary;
electrons and positrons cannot be measured separately.
Therefore, CREs in this work refer to the sum of positrons
and electrons. Air showers caused by gamma rays and
electrons are electromagnetic and are systematically differ-
ent from the hadronic showers caused by cosmic-ray
nuclei. Indeed, these differences are often exploited to

1The H.E.S.S. Collaboration has recently reported preliminary
results, obtained with higher statistics over an extended energy
range, which support this trend.
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separate weak gamma-ray signals from large hadronic
backgrounds. However, showers due to electrons are
essentially identical to those from gamma rays, and there
is no practical way to discriminate between these two types
of primary particles.
In the following, we will use gamma-hadron separation

techniques to isolate a gamma-like signal, which will
include the electron signal but also a background of gamma
rays. To limit the background contribution we will exclude
data from regions around known VHE gamma-ray sources.
The Galactic plane, a known source of diffuse gamma
radiation, is also excluded. There is a limited amount of
extra-Galactic diffuse gamma radiation but recent mea-
surements by Fermi-LAT [16] up to ∼800 GeV show that it
is of the same order of magnitude as that from discrete
sources (mostly blazars) and is described by a power law,
with index of about 2.3, and an exponential cutoff at
250 GeV. Based on this Fermi-LAT result, we estimate
perhaps one out of a thousand CRE-like events is actually a
diffuse gamma ray at 250 GeV. This ratio falls off rapidly at
higher energies. Contamination from the Fermi bubbles
[17] is also possible and we did not explicitly exclude data
in those regions. The spectrum of the Fermi bubbles show
an exponential cutoff at ∼110 GeV, so it is unlikely to
affect the results in this work. We will, therefore, assume in
this work that the gamma-ray contamination in our CRE
candidate events is negligible.
Separation between hadronic showers and gamma or

electronlike showers is not fully efficient. After the appli-
cation of data selection criteria (cuts), a substantial had-
ronic background remains, often larger than the signal
itself. When measuring gamma-ray sources, this back-
ground can be determined and subtracted using one of
the techniques described in Berge et al. 2007 [18]. These
techniques rely on the presence of a source, known or
postulated, in the FOV, surrounded by a source-free region
from which to estimate the background. For CREs, this is
not the case; the intensity is essentially isotropic so there is
no way to experimentally estimate the background and one
must rely on simulation-based calculations. This introduces
additional systematic uncertainties into the CRE estimate.

III. VERITAS

Data presented here were collected with the VERITAS
array, located at the Fred Lawrence Whipple Observatory
(FLWO) in southern Arizona (31° 400 N, 110° 570 W,
1.3 km a.s.l.). The array comprises four identical telescopes
[19], each with a 12-m Davies-Cotton reflector that collects
Cherenkov light and directs it onto a camera made up of
499 photomultiplier tubes (PMTs). The telescope FOV has
a diameter of 3.5°.
Outputs from the PMTs are continuously digitized by

500 Msps 8-bit flash analog-to- digital converters (FADCs)
and written to a buffer. A three-level trigger, requiring a
threefold coincidence of neighboring pixels, each of which

passes a discriminator threshold in at least two telescopes,
initiates readout of the digitized signals.
VERITAS has been running with four telescopes since

2007. During the summer of 2009, we repositioned one of
the telescopes to improve the array sensitivity, and in
summer 2012, we installed PMTs with higher quantum
efficiency to lower the energy threshold [20]. For this study,
we use data acquired between September 2009 and
July 2012, with a narrow zenith angle range. The choice of
this period was motivated by the fact that at the time this
study started, this was the period of the largest and best-
understood data set available. During this period,
VERITAS had a gamma-ray energy threshold of approx-
imately 100 GeV, an energy resolution of 15%–20%
between 0.1 and 10 TeV, and an angular resolution
(68% containment) of less than 0.1° at 1 TeV [21]. CRE
events have identical resolutions to gamma rays.

A. Data selection

Since the CRE flux is isotropic we can use data from all
VERITAS observations in our study, subject to the follow-
ing selection criteria:

(i) clear weather,
(ii) all telescopes operational,
(iii) zenith angle between 15° and 25°,
(iv) observation field at least 10° away from the Galac-

tic plane.
These cuts resulted in a data set constituting 296 hours

of live time. The range of zenith angles between 15 and
25 degrees is the window containing the most data available.
Additionally, the best sensitivity of VERITAS is for zenith
angles less than 25 degrees [21]. The restricted zenith angle
range and single detector configuration corresponds towhere
most VERITAS observations were made at the time this
study started. Using the restricted range greatly reduced the
number of simulations required for this study. The data were
processed using standard VERITAS reconstruction software
and the resulting events were subjected to further cuts:

(i) Every telescope should have a good shower image
according to the standard VERITAS reconstruction
package [22]. This reduces the overall systematic
uncertainties in both the energy and position
reconstruction of the shower. Above 1 TeV, 95%
of simulated CRE events have good shower images
in all four telescopes.

(ii) The direction of the reconstructed shower should
point to within a degree of the nominal array pointing
direction. VERITAS has peak sensitivity using events
within one degree of the pointing direction [21].

(iii) The shower axis should intersect the array plane
within 200 m of the array center. Roughly 90%
of simulated CRE events reconstruct at distances
less than this, therefore this cut only removes a small
number of potential signal events from the analysis.

MEASUREMENT OF COSMIC-RAY ELECTRONS AT TEV … PHYS. REV. D 98, 062004 (2018)

062004-3



(iv) For observation fields that contain known or poten-
tial gamma-ray sources, the shower axis should not
point within 0.187° of those objects. (The actual cut
is on the square of this value, 0.035 deg2.) This is
wider than the gamma-ray PSF and should remove
any significant gamma-ray contamination in the
CRE data. The list of known gamma-ray sources
was obtained from TeVCat [23]. Potential gamma-
ray sources that were the a priori targets of
VERITAS observations were also excluded.

Some of these cuts are more restrictive than in most
VERITAS gamma-ray analyses, resulting in improved data/
Monte Carlo agreement with the proton simulations. The
cuts were optimized to improve the agreement of diffuse
proton simulations with proton data at both the single-
telescope image and array-wide levels, and to improve the
agreement of gamma-ray simulations with Crab Nebula
data. The goal of applying these additional cuts was
to reduce the overall systematic uncertainty in the CRE
measurement.

B. Monte Carlo simulations

As explained previously, extracting a CRE signal
requires extensive use of Monte Carlo (MC) simulations.
Showers initiated by electrons, protons, and helium nuclei
were generated, with arrival directions up to 4° away from
the array pointing direction. This range was to cover the
VERITAS FOV and it accommodates any edge effects;
adding showers from larger angles had no effect. Each
particle species was generated with an energy distribution of
dN=dE ∼ EΓ with Γ ¼ −2 to increase statistics at higher
energies. The proton energy distribution was then reweighed
to Γ ¼ −2.7 to agree with experimental data over the range
we are sensitive to [24].
The CORSIKA 6.970 package [25] was used, with the

QGSJetII.3 [26] and URQMD 1.3cr [27,28] event gen-
erators, to produce files of ground-level Cherenkov
photons. Newer versions of CORSIKA have significantly
improved simulations of hadronic interactions at the
highest energies, but the energy range here is relatively
unaffected. These were processed with the GrISUDet
5.0.0 [29] VERITAS detector modeling program before
analysis with the modeling program of the standard
VERITAS event-reconstruction packages (EventDisplay
[22]). A smaller set of proton-initiated showers was
generated using the SIBYLL package [30] and used to
test for consistency. Results agreed within systematic
uncertainties with those from QGSJetII.3.

C. Boosted decision trees

Cherenkov light from an electromagnetic (e.g., gamma-
initiated) shower produces an approximately elliptical
image in the camera plane of an IACT. Images from
hadronic (proton-initiated) showers are less regular in
shape and can have large fluctuations in their morphology.

This forms the basis for all schemes of background
rejection in IACT-based gamma-ray astronomy [31].
Traditionally, one characterizes the images using a set of
parameters suggested by Hillas [32]. Two of these are the
length and width of the ellipse. Images from hadronic
showers are typically longer and wider than those from
electromagnetic showers.
The standard VERITAS analysis packages make use of

image parameters and rely on cuts placed separately on
each of them to extract signals; these are called “box cuts.”
In this work, we make use of boosted decision trees (BDTs)
to reject (hadronic) background and retain (electromag-
netic) signal. As explained in [33], BDTs are a multivariate
analysis technique. They combine several input variables in
such a way as to produce a single output variable which
describes, in this application, how “electromagneticlike” a
shower is. The BDTs are trained with a combination of data
and simulations and provide the ability to utilize nonlinear
correlations between training variables when classifying
data. They have been shown [33] to improve VERITAS
sensitivity for a variety of gamma-ray source types com-
pared with the traditional box-cut analyses. Apart from the
improved sensitivity offered by BDTs, they are useful
because their output is a single number that can be used in
likelihood fitting procedures, as shown later in this paper.
These methods are essentially the same as those used by
the H.E.S.S. and MAGIC Collaborations [8–10] for CRE
spectra, except for utilizing BDTs instead of random forests
for hadron discrimination.
The BDTs used in this work were constructed using the

Toolkit for Multivariate Data Analysis (TMVA) component
[34] of the CERN ROOT package [35]. We used four array-
level variables as input to the BDTs:

(i) mean reduced scaled width (MRSW), [36]
(ii) mean reduced scaled length (MRSL), [36]
(iii) emission height, and
(iv) χ2ðEÞ, which is defined as the RMS of the energy

estimates from the individual telescopes. The mean
of the individual telescope energy estimates is
accepted as the reconstructed shower energy.

These variables are described in more detail in [33]. The
first two are related to the lengths and widths of the camera
images. The third variable is the estimate of the height of
maximum development of the shower, made using data
from all telescopes. On average, electromagnetic showers
have a slightly lower value for this than do hadronic
showers. The fourth quantifies how well the different
telescopes agree on the energy of the shower. χ2ðEÞ tends
to be larger for hadronic showers.
The BDTs were trained with a signal data set of

6.4 million simulated diffuse electron events and a back-
ground data set consisting of 5.7 million events chosen
randomly from the full data set. Both the signal and
training samples pass the cuts described in the previous
section. Note that the “background” events, chosen in
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this way, contain an admixture of “signal” events, and
this compromises the training somewhat. However, since
CREs make up a small fraction of the total cosmic-ray
flux, this is a higher-order effect. The use of data rather
than simulated hadronic showers requires fewer CPU
hours and is less dependent on the fidelity of the hadronic
simulations.
Independent signal and background data sets were used

to check for overtraining of the BDTs; no evidence for this
was found. The BDTs were also tested by using them for
gamma-hadron separation in an analysis of Crab Nebula
data. The reconstructed energy spectrum was consistent
with previous measurements.
After training, the BDTs were used in classifying events

from the data set used for this study. Each shower was
assigned a BDT response value, from −1.0 to 1.0, indicat-
ing whether the shower was hadronic (−1.0) or electro-
magnetic (1.0). Figure 1 shows a plot of BDT responses
for the full data set compared with those from a set of
simulated proton showers. The agreement is very good
except near the limits of the distribution. There are excesses
of data over proton simulations near −1.0 and near 1.0.
At −1.0, we expect an excess from helium and higher-Z
primaries, particularly since helium makes up ∼20% of the
overall cosmic-ray flux [37]. We investigated the BDT
response for a set of simulated helium events and found it to
peak at −1.0 and fall off faster than that for simulated
protons, supporting our interpretation of the excess. There
is a second excess at the opposite end of the response
histogram. This is the CRE signal, which is present in the

observational data but not the hadronic background
simulations.
In the following, we select events with BDT response

values greater than 0.7 and employ a binned extended
likelihood fitting method within this region to extract the
contributions of electron and proton events to the total.
Using the shape of the BDT response distribution from
electron and proton simulations, we find the relative
contributions that best describe the data. We do not include
contributions from helium and higher-Z shower events
since they are sufficiently rejected in this region by the
BDTs.

IV. RESULTS

We show in Fig. 2 the VERITAS CRE energy spectrum
between 300 GeV and 5 TeV. These results are also
summarized in Table I. The spectrum steepens at higher
energies and is best described by two power laws, with a
break between them as one index transitions to another.
The best fit for this break energy is found to be
ð710� 40stat � 140systÞ GeV, with best-fit spectral indices
below (above) this energy of −3.2� 0.1statð−4.1� 0.1statÞ.
The chi-squared per degree-of-freedom (χ2=dof) of this fit
is 9.71=11. Analytically, this fit is described by

FðEÞ ¼
�
kðE=EbÞΓ1 if E ≤ Eb

kðE=EbÞΓ2 if E > Eb

; ð1Þ

where Eb is the break energy, k is the flux value at the break
energy and Γ1ðΓ2Þ is the index below (above) the break
energy.
In addition to a broken power law, a single power-law fit

was performed, giving a significantly worse fit to the data,
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(symbols) and for simulated proton-induced showers (histogram)
in the energy range between 630 GeV and 1 TeV. The plot in the
inset is the ratio of the two. Hadronic showers are assigned BDT
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with a χ2=dof of 76.5=13. A power law with an exponential
cutoff was also fit to the data, yielding a χ2=dof of 26.0=12.
The gray band represents the systematic uncertainty,

which is dominated by the ∼20% uncertainty on the
VERITAS absolute energy scale. This translates into a
þ64%= − 33% (þ98%= − 43%) systematic uncertainty for
a spectral index of −3.2 (−4.1).
Additional tests on the robustness of the analysis were

performed:
(i) the assumed spectral index for the energies of the

simulated protons was varied by �10% from its
nominal value,

(ii) BDT cut values 0.8 and 0.9 were investigated and
(iii) hadronic-shower rejection was performed using

cuts on the MRSW distributions and not the BDT
response, effectively testing the entire machinery but
not using BDTs.

All changes resulted in final data points consistent with
the quoted systematic uncertainties. It should be noted that
the proton spectrum is well measured in this energy range,
so 10% is considered very conservative. For the non-BDT
analysis a loss of efficiency occurred, resulting in larger
statistical uncertainties, and energy bins above 2 TeV could
not be recovered.

V. CONCLUSION

CRE results shown here are consistent with prior ground-
based and space-borne measurements at similar energies.
This result represents the second ground-based, high-
statistics measurement of a break in the CRE spectrum
around ∼1 TeV, seen by H.E.S.S., CALET, and DAMPE,
but not seen by MAGIC or Fermi-LAT. The precise value
of this break energy is an important parameter in any
successful model of our local CRE environment. Based on

the fit of the CRE spectrum in the previous section, two
power laws with a break between the indices best describes
the data. However, a power law with an exponential cutoff
is not completely ruled out. A single power law is ruled out
by the VERITAS data.
Several different sources in our local neighborhood

have been speculated as the accelerators of electrons at
TeV energies, including supernova remnants and pulsars.
The decay or annihilation of WIMP DM has also been
proposed as the dominant source of CREs and a reason
for the positron fraction rising with energy, [38] but it is
currently not possible to discriminate dark matter models
from other sources with the available data [2]. Nearby
pulsars with distances less than 1 kpc may also be sources
of relativistic electrons and positrons [1,3]. Because of
synchrotron and inverse-Compton energy losses, the age
of TeV electrons is ∼105 years, and decreases with
increasing energy. Very few of the known pulsars are
capable of accelerating electrons to TeV-scale energies,
namely Geminga, Monogem and a handful of others.
Breaks in the spectrum at TeVenergies are expected as the
number of astrophysical sources capable of accelerating
CREs to those energies decreases [2]. Refined measure-
ments of CRE spectra from IACTs, including VERITAS
and the upcoming CTA observatory [39], should help with
understanding the number and distribution of sources
capable of accelerating CREs to TeV-scale energies.
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