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ABSTRACT

VO₂ is a transition metal oxide material well known for its high magnitude metal-to-insulator transition (MIT) with a corresponding change in crystal structure [1]. At room temperature, VO₂ is found in an insulating monoclinic phase (P2₁/c) that upon heating through the transition temperature (Tc, ~341 K in bulk material) changes to a metallic rutile phase (P4₂/mnm) [2]. The MIT can be activated thermally by heating or cooling through Tc, but has also been shown to be sensitive to electric field [3], infrared radiation [4], pressure [5], and strain [6]. The value of Tc is also highly tunable through doping [7] and growth of strained epitaxial thin films [8]. The massive 3-4 order of magnitude change in electrical resistivity (ρ) has drawn interest for possible device level applications. The transition is characterized by the coexistence of rutile metallic domains and a monoclinic insulating matrix that results in a smooth progression of the DC transport and dielectric properties as the MIT is induced.

In this thesis, we present an overview of three novel transport experiments all of which involve epitaxial TiO₂/VO₂ films grown in a home-built low-pressure chemical vapor deposition system. The first experiment looks at the time evolution of the film resistance and capacitance as it settles for an extended period very near Tc. We report evidence that this settling process is characterized by at least two underlying relaxation processes.

The second experiment involves the deposition and ferromagnetic resonance (FMR) characterization of TiO₂/VO₂/Ru/Py heterostructures. Our analysis indicates enhanced spin pumping into the VO₂ layer when in the metallic state that is associated with an increase in the effective Gilbert damping parameter.
Finally, we discuss the results of 1/f noise spectroscopy measurements collected on Hall-bar patterned VO$_2$(100) films. We show that the processes governing noise along both crystallographic axes are identical and, in the metallic rutile state, follows a unique $R^{-3}$ scaling behavior.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100)</td>
<td>A TiO₂ substrate with the (100) crystal plane on the surface</td>
</tr>
<tr>
<td>(001)</td>
<td>A TiO₂ substrate with the (001) crystal plane on the surface</td>
</tr>
<tr>
<td>(110)</td>
<td>A TiO₂ substrate with the (110) crystal plane on the surface</td>
</tr>
<tr>
<td>2θ</td>
<td>Angle between incident and diffracted waves in an X-ray measurement</td>
</tr>
<tr>
<td>a.u.</td>
<td>Arbitrary units</td>
</tr>
<tr>
<td>a_r</td>
<td>The rutile a-axis, a crystallographic direction in the TiO₂ crystal</td>
</tr>
<tr>
<td>AC</td>
<td>Alternating current</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic Force Microscope (Microscopy)</td>
</tr>
<tr>
<td>α</td>
<td>Gilbert damping parameter in magnetic relaxation</td>
</tr>
<tr>
<td>β</td>
<td>Back reflection parameter in spin pumping</td>
</tr>
<tr>
<td>C</td>
<td>Capacitance</td>
</tr>
<tr>
<td>c_r</td>
<td>The rutile c-axis, a crystallographic direction in the TiO₂ crystal</td>
</tr>
<tr>
<td>CPW</td>
<td>Co-planar waveguide</td>
</tr>
<tr>
<td>CVD</td>
<td>Chemical vapor deposition</td>
</tr>
<tr>
<td>DAQ</td>
<td>Data acquisition</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>ΔH</td>
<td>FMR linewidth</td>
</tr>
<tr>
<td>ΔH₀</td>
<td>Inhomogenous linewidth</td>
</tr>
<tr>
<td>DUT</td>
<td>Device under test</td>
</tr>
<tr>
<td>f</td>
<td>frequency (Hz)</td>
</tr>
<tr>
<td>f_c</td>
<td>Cutoff frequency</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>FM</td>
<td>Ferromagnetic</td>
</tr>
<tr>
<td>FMR</td>
<td>Ferromagnetic resonance</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width half max</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Gyromagnetic ratio</td>
</tr>
<tr>
<td>I</td>
<td>Current</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>K</td>
<td>1/f noise factor</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Wavelength</td>
</tr>
<tr>
<td>( \lambda_{SD} )</td>
<td>Spin diffusion length</td>
</tr>
<tr>
<td>M&lt;sub&gt;s&lt;/sub&gt;</td>
<td>Saturation magnetization</td>
</tr>
<tr>
<td>M&lt;sub&gt;eff&lt;/sub&gt;</td>
<td>Effective magnetization</td>
</tr>
<tr>
<td>MIT</td>
<td>Metal-to-insulator transition</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>Ohms, the unit of resistance</td>
</tr>
<tr>
<td>( \omega )</td>
<td>In X-ray measurements, the angle between the incident beam and the substrate tangent vector</td>
</tr>
<tr>
<td>( \omega )</td>
<td>In impedance measurements, the angular frequency (rads)</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Electrical resistivity</td>
</tr>
<tr>
<td>PCI</td>
<td>Peripheral Component Interconnect, a computer bus standard for attaching hardware like data acquisition cards</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional Integral Derivative</td>
</tr>
<tr>
<td>PPMS</td>
<td>Physical Property Measurements System</td>
</tr>
<tr>
<td>PSD</td>
<td>Power spectral density</td>
</tr>
<tr>
<td>PV</td>
<td>Process variable</td>
</tr>
<tr>
<td>Py</td>
<td>Permalloy (Ni&lt;sub&gt;80&lt;/sub&gt;Fe&lt;sub&gt;20&lt;/sub&gt;)</td>
</tr>
<tr>
<td>R</td>
<td>Resistance</td>
</tr>
<tr>
<td>RF</td>
<td>Radio frequency</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>rms</td>
<td>Root mean square</td>
</tr>
<tr>
<td>sccm</td>
<td>Standard cubic centimeters per minute</td>
</tr>
<tr>
<td>σ</td>
<td>Electrical conductivity</td>
</tr>
<tr>
<td>SP</td>
<td>Setpoint variable</td>
</tr>
<tr>
<td>t</td>
<td>Thickness</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>T&lt;sub&gt;c&lt;/sub&gt;</td>
<td>Transition temperature</td>
</tr>
<tr>
<td>T&lt;sub&gt;p&lt;/sub&gt;</td>
<td>Precursor temperature</td>
</tr>
<tr>
<td>T&lt;sub&gt;s&lt;/sub&gt;</td>
<td>Substrate temperature</td>
</tr>
<tr>
<td>τ</td>
<td>Exponential decay time constant</td>
</tr>
<tr>
<td>USB</td>
<td>Universal serial bus</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>V</td>
<td>Voltage</td>
</tr>
<tr>
<td>X</td>
<td>Reactance</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray diffraction</td>
</tr>
<tr>
<td>XRR</td>
<td>X-ray reflectivity</td>
</tr>
<tr>
<td>Z</td>
<td>Impedance</td>
</tr>
</tbody>
</table>
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CHAPTER 1:
INTRODUCTION

VO₂ is a transition metal oxide material well known for its high magnitude metal-to-insulator transition (MIT) with a corresponding change in crystal structure [1]. At room temperature, VO₂ is found in an insulating monoclinic phase (P2₁/c) that upon heating through the transition temperature (Tₑ, which is 341 K in bulk material) changes to a metallic rutile phase (P4₂/mnm) (Figure 1.1) [2]. The room temperature monoclinic phase is associated with V-V dimers tilted along the rutile (110) orientation. [9] The dimerization results in a splitting of the d|| band into filled bonding and anti-bonding states and a concurrent upward shift in the π* bands above the Fermi level, resulting in a 0.6 eV band gap. [10] The transition to the rutile crystal structure is associated with the breaking of the V-V dimers and a corresponding closing of the gap as the π* and d|| bands overlap at the Fermi level.

The MIT can be activated thermally by heating or cooling through Tₑ, but has also been shown to be sensitive to electric field [3], infrared radiation [4], pressure [5], and strain [6]. The value of Tₑ is also highly tunable through doping [7] and growth of strained epitaxial thin films [8]. The massive 3-4 order of magnitude change in electrical resistivity (ρ) has drawn interest for possible device level applications such as memristors [11], field effect transistors (FET) [4], and strain sensors [6] and has already found use in on-the-market products like bolometers [12](seen in smartphone based IR cameras) and energy efficient window coatings [13].
Figure 1.1: a) The crystal structure of VO$_2$ in the high temperature, rutile metallic (P4$_2$/mmm) phase. b) The corresponding rutile band plot. The $\pi^*$ and $d_{\parallel}$ bands of V 3d states overlap at the Fermi energy, allowing conduction. c) The crystal structure of low temperature, monoclinic (M1, P2$_1$/c) insulating phase. V-V localize 3d electrons inhibiting conduction. d) The corresponding band plot showing a 0.6 eV charge gap associated with the V-V dimerization. [2]

This system has also drawn interest from theorists, as the complex nature of this strongly-correlated electron system leads to challenges in producing models that capture all observed experimental phenomena. Many physical interpretations have been proposed that capture at least some elements of the MIT, and can broadly be placed in two categories where Peierls or Mott-Hubbard [14] like mechanisms dominate. Peierls [14] models stress electron-phonon interactions while Mott-Hubbard [15] models argue for the dominance of electron-electron correlations.

An important aspect of the MIT relevant to this work is the phase coexistence of the monoclinic and rutile state within the transitional regions. This phase coexistence has long been suggested to provide a phenomenological description of transition features such as temperature-dependent infrared properties [16], but more recently was directly characterized in the bulk and epitaxial films through techniques including scattering scanning near-field infrared microscopy (s-SNIM) [17], low-energy electron diffraction (LEED), x-ray photoemission electron
microscopy (XPEEM) [18], and direct optical imaging [19]. Figure 1.2 shows the phase coexistence in bulk VO$_2$ near $T_c$ with s-SNIM. The transition progresses first with the formation of sparsely populated nanoscale metallic domains, eventually coalescing into larger metallic island like regions. As $T$ increases, these island regions grow and form a complex network through the sample volume. The seemingly random domain formation and path building is described by percolation models that have been reasonably successful in describing transition characteristics such as the DC resistivity.

Figure 1.2: s-SNIM imaging of bulk VO$_2$ at temperatures very near $T_c$. The green and red regions represent increased IR scattering and are associated with the rutile metallic phase. The percolation like transition mechanism is clearly visible. [17]

Interestingly, in epitaxial thin films this phase coexistence no longer progresses straightforwardly as random metallic domain formation, but often includes the formation of long
nanoscale metallic filaments [20]. This has been detailed extensively in VO₂ films grown onto rutile TiO₂ substrates, the primary material system discussed in this text. Figure 1.3 presents LEED and XPEEM images of this stripe domain formation along the rutile (110) direction. In epitaxially strained films the MIT seems to proceed through a three-stage process, initially characterized by sparsely populated domain growth as in the bulk. At a critical density, these domains stabilize into the metallic stripe networks seen in the image. At higher temperatures additional domain formation within the monoclinic channels cause filament interconnection and finally the transformation to a fully rutile metallic film. [18]

Figure 1.3: a) LEEM and b) XPEEM imaging of the MIT in epitaxially strained VO₂ films grown on TiO₂ substrates. A corrugated stripe patterning is seen along the rutile (110) crystal direction. This metallic filament formation is one origin of the anisotropic resistivity seen in axis isolated transport measurements where the c, Tc is seen to be higher than that of a. [18]

The complexity of this phase transformation makes VO₂ an interesting candidate for dynamic transport characterization experiments. This thesis summarizes the experimental details and findings of three projects centered around the MIT of VO₂ thin films:
1. Characterization of long timescale relaxation effects with impedance spectroscopy: It has recently been shown that VO₂ exhibits a long timescale relaxation effect when settling at temperatures in proximity of T_c. This is characterized by a resistance drift with a magnitude as high at 20% over 5 hours of settling time. This drift is likely caused by the continued formation and stabilization of metallic domains due to thermal fluctuations in the sample. As this formation effectively follows the behavior of random percolation in bulk, with additional metallic filament formation in epitaxial films, this process could reasonably be modeled as a random resistor-capacitor network. In this chapter, we probe VO₂ films with impedance spectroscopy to track the time evolution of the equivalent capacitance and resistance and analyze these results in regards to the percolation network model of the MIT.

2. High Temperature Ferromagnetic Resonance Studies of VO₂(110)/Ni80Fe20(Py) Heterostructures: In this study, we explore spin pumping in heterostructures of VO₂/Ru/Py. Spin pumping is a magnetic relaxation process with an interfacial origin, where an oscillating ferromagnetic (FM) film pumps spin polarized current into neighboring metallic layers. As VO₂ shows a dramatic increase in conductivity (10⁻¹ to 10³ Ω⁻¹ cm⁻¹) through the MIT, as well as sharp increase in the magnetic susceptibility [21] at T_c, we propose VO₂/Ru/Py structures as a candidate system for modifiable spin pumping applications. As the spin pumping contribution should be directly proportional to the spin mixing conductivity, which should be enhanced dramatically upon the MIT, it could be reasonably predicted that the effective damping parameter should be modified upon the MIT. Here we present results of a series of temperature dependent FMR studies.
extracting the change in effective damping associated with increased spin pumping into the metallic VO$_2$ layer post transition.

3. Low frequency noise spectroscopy of the metal-to-insulator transition of patterned VO$_2$ thin films: In this chapter, we study the temperature dependence of the low-frequency noise parameter through of wide range of temperatures below, within, and above the transitional range. We make use of Hall bar patterned films to isolate transport characteristics along the (100) $a_r$ and $c_r$ axes to study anisotropic noise profiles. We present evidence that the 1/f noise prior to the fully metallic transition is dominated by thermal fluctuations in the isolated metallic domains. We also suggest that the noise profile seen in the fully metallic film follows a unique scaling with film resistance ($R^{-3}$) that is likely arising from the bad-metal nature of rutile VO$_2$.

Additionally, the appendix to this thesis contains a United States patent (#9,842,615) [22] issued for a TMR magnetic reader stack modification that was designed and characterized while working as an intern at the Western Digital Corporation in Fremont, CA within their Reader Design group. The reader stacks were characterized on a home-built CPW based FMR system (similar in design to the system utilized in Chapter 5) for which I wrote both the controller software and MATLAB based analysis tools. Due to limitations on data publication, the specific details of this project cannot be included in this document, but as the patent includes a mostly comprehensive description of the reader design and working principles, it is included in the appendix in its entirety.
CHAPTER 2:
DEVICE FABRICATION AND CHARACTERIZATION TECHNIQUES

2.1. Introduction

In this chapter, we will summarize the techniques used in the fabrication and characterization of the VO₂ films described in Chapters 3-6. In the first section we describe the design and operation of the homemade low-pressure chemical vapor deposition system (LPCVD, or for our purposes simply CVD) used to grow our VO₂ thin films. For samples in Chapter 5, additional deposition steps were performed using the RASCAL magneton sputtering system to produce magnetic bilayers and trilayers for FMR experiments. We also summarize the photolithography techniques implemented to produce Hall bar patterned films isolating the transport characteristics of the aᵣ and cᵣ axes, utilized in the noise spectroscopy experiment in Chapter 6. The photolithography steps were completed at the Microfabrication Facility located in the North Engineering Research center on the University of Alabama campus.

The second section details the build of a high-stability, low-overshoot temperature controller, implemented in LabView. The code base from this controller was utilized in the noise, impedance, and FMR measurements and is capable of standalone operation for use with third-party measurement devices missing temperature control capabilities.

Next, we will cover the structural, surface morphology, and DC transport characterization techniques used to probe VO₂ film quality. X-ray diffraction (XRD) was used to confirm the growth of pure-phase VO₂ as well as determine the epitaxial nature of the films. X-ray
reflectivity (XRR) is utilized for thickness measurements. Atomic force microscopy (AFM) images the surface roughness making it an essential tool in optimizing the deposition of high quality permalloy layers discussed in Chapter 5. Finally, we describe 4-point probe resistivity techniques as conducted with the Quantum Design “Dynacool” Physical Properties Measurement System (PPMS).

2.2. Film Preparation and Patterning Techniques

2.2.1. LPCVD

The VO$_2$ films utilized in this work were deposited with the use of a home-built LPCVD system. The low-pressure method was chosen over the simpler atmospheric pressure (APCVD) technique as the minimum roughness obtained via APCVD (~ 3nm) significantly exceeds that of the LPCVD method (~ 0.5nm).

Figure 2.1 depicts the LPCVD system components which are labelled as follows:

A. Digital chamber pressure monitor

B. Custom DC+AC modulation controller (for high temperature deposition)

C. mV range multimeter for substrate thermocouple monitoring

D. Digital mass flow controller hardware

E. DC power supplies for precursor chamber and substrate heating

F. Variable AC power supplies for main chamber heating and high temperature substrate mode

G. PC with custom LabView control software

H. Precursor chamber and heating tape
I. Main deposition chamber
J. Pirani gauge for deposition pressure monitoring
K. Substrate holder tool with internal 50 Ohm joule heaters and thermocouple
L. Mass flow controllers for main chamber buffer line and precursor flow rate control
M. Outlet to the Welsch Duo-Seal Vacuum Pump capable of 1e-3 Torr base pressure

Figure 2.1: The home-built LPCVD system with components labeled.

The precursor used in deposition was Vanadyl(IV) acetylacetonate (V-acac) 99% from Acros Organics and the carrier gas was high purity (99%) O₂. We chose rutile-TiO₂ substrates from CrysTek with crystallographic orientations of (100), (001), and (110) and dimensions of 5x5 mm. The substrates were bonded to the holder with a silver conductive adhesive from Electron
Microscopy Sciences the ensure good thermal contact; a baking cycle of 15 min at 100 °C was performed between sample mounting and deposition to set the adhesive.

The deposition procedure was fully automated by the LabView controller and proceeded as follows:

1. The substrate, main chamber, and precursor chamber temperatures are set to 480-500 °C, 175 °C, and 135-142 °C respectively. The growth rate and roughness of the resulting films has been shown to be sensitive to the substrate and precursor temperatures and can therefore be reduced for applications where low roughness is necessary at the expense of deposition speed. This initial heating cycle lasts for 1.5 hours to allow stabilization of the main chamber temperature. During this period the oxygen buffer gas flows in the main chamber at a rate of 63 SCCM, resulting in a base oxygen pressure of 5e-1 Torr.

2. At 1.5 hours the deposition cycle begins when oxygen is flowed through the precursor chamber at 25 SCCM. The O₂ flow carries evaporated precursor to the substrate surface where it reacts with the carrier gas and deposits VO₂. During this cycle, the buffer line flowrate is reduced with a PID controller to maintain the 5e-1 Torr deposition pressure. The film thickness is mainly controlled by the length of the deposition cycle, which is generally set between 5 and 30 minutes producing films ranging in thickness from 5 to 150 nm depending on the temperature parameters and substrate orientation.

3. The substrate holder and chamber heaters are turned off and the sample returns to room temperature. Oxygen continue to flow from the buffer line to the main chamber during this cooling cycle to reduce oxygen vacancies.
2.2.2. RASCAL Magnetron Sputtering System

The trilayer samples of composition TiO$_2$(110)/VO$_2$/Ru(t)/Py(t)/Al(3nm), as described in Chapter 5, were deposited with the in house RASCAL magnetron sputtering system. The general magnetron sputtering technique begins by placing the substrate or film into ultra-high vacuum (10$^{-8}$ - 10$^{-10}$ torr base pressure) to ensure minimal contamination and allow for the unencumbered ballistic flow of the targeted atoms. An inert gas, usually Ar, flows into the chamber, reaching a desired pressure (~10$^{-3}$ torr). The target material is connected to high negative voltage. Placed behind the target is a series of cylindrical magnets configured with alternating pole directions to produce strong magnetic fields that trap the resulting free electrons very near the target in a high-density plasma. When a neutral Ar atom enters the plasma, it will collide with a free electron and become ionized. The Ar$^+$ ion will then rapidly accelerate towards the negatively charged target material, colliding with the surface and ejecting atoms of the target material. These high energy ejected atoms will traverse to the substrate surface where they are deposited.
Figure 2.2: The vacuum schematics of the in-house RASCAL magnetron sputtering system.

Figure 2.3: An external image of the RASCAL magnetron sputtering system.
The RASCAL sputter system has multiple sputter gun configuration allowing simultaneous deposition of up to 4 target materials. The substrate is inserted into the chamber using a load-lock mechanism that allows reduced pump down times as compared to exposing the main chamber to atmosphere. The load lock chamber is pumped down by a turbopump and rotary backing pump for a minimum of 30 minutes before the load lock valve is reopened. The sample is loaded to the main chamber via a manually operated loading arm which latches the sample to a powered vertical transport tool. After a pre-sputtering procedure is completed to eliminate surface contamination of the target, the transport tool lowers the sample to the sputtering position. The very low system base pressure of $\sim10^{-9}$ is maintained with a cryopump.

The sputtering times are initially estimated through the use of an Inficon quartz crystal microbalance tool, though this calibration procedure can have a high error margin in certain cases and proved to underestimate the layer thicknesses in our measurements. For our samples, the required sputtering periods were determined by growing several calibration films of Ru, Py, and Al onto SiO$_2$ substrates for 5 minutes and then directly measuring the layer thickness with XRR (discussed below). As the growth rate is approximately linear for magneton sputtering applications, these results could be used to determine the sputtering periods for all desired film thicknesses.

2.2.3. Photolithography and Hall Bar Preparation

A subset of our films was patterned into Hall bars (see Figure 2.5) in order to isolate transport along particular crystallographic axes. A Hall bar is a crossed shaped pattern with two, very thin orthogonal channels intersecting at the mid-point. At the ends of the channels are pad like areas used for wire-bonding. The very narrow widths of the channels approximate a 1-D
path for conduction. This patterning is usually intended for Hall conductivity measurements for the purpose of determining the carrier concentration \( n \) and mobility \( \mu \) but is also effective for determining transport anisotropy [23] when the bars are aligned along the sample crystallographic axes.

Photolithography is a very common technique for circuit fabrication and is widely used in the semiconductor industry for producing circuit features as low as 5nm. The photolithography procedure is mostly consistent among many device types, and only needs minimal optimization when patterning features in our desired range of a few microns. The basic procedure is detailed in Figure 2.4.

Our patterning process was conducted with the following steps. Due to the small sample size, we attached our substrate to a larger SiO\(_2\) wafer using double sided tape. This minimized the difficulty in handling the small sample during the exposure procedure. The sample was coated with S1818 photoresist from MicroChem. This is a positive type photoresist, meaning the regions of resist not exposed to UV during the exposure will remain at the conclusion of the patterning process. The resist was spin coated with the Laurell 650mz Spinner using a multistage procedure: an initial 3s 400 RPM spin up cycle, followed by 30s at 2500 RPM. This spin speed was chosen as it limited the pooling of resist at the corners of the sample which leads to non-uniform etching in later stages.
Figure 2.4: The standard photolithographic patterning procedure.

After spin coating a “soft bake” procedure was performed by placing the sample on a hot plate at 115 °C for 60s in order to set the resist in place for exposure. The sample was then placed in a Karl Suss MA6/BA6 mask aligner. Before alignment, the Hall bar mask was carefully cleaned with acetone and isopropanol. The mask alignment was carefully chosen to ensure the maximum number of Hall bar features within the small sample region. As described above, even with the optimized spinning speed some edge pooling is unavoidable so careful consideration was taken to ensure the majority of the Hall bar features remained far from the sample edges. This system utilizes a 900W UV source which was applied for 9 seconds in the soft contact mode. This exposure period is slightly longer than normal (6-7s) to increase the depth of the exposure as the expense of feature resolution. As our features are on the order of microns, there is little impact to the quality of the patterning. The exposure stage is followed by a bath of MP319 developer for 90 seconds followed by an additional bath of de-ionized water for another 90 seconds.
The development was followed by a “hard-bake” at 115 °C for 5 minutes to further harden the unexposed resist areas. We then performed a plasma ash (descum) procedure to enhance the etching performance. This step removes any undeveloped photoresist from the unmasked areas as well as cleans any organic contaminants originating from device handling between patterning stages. The plasma ash tool was set to 250 W at 1 Torr O₂ pressure; prior to the ashing step a two minute O₂ purge cycle was performed. This system showed a base pressure of approximately 100 mTorr.

![Diagram of an ion milling system](image)

> Figure 2.5: The internal schematics of an ion milling system. Not pictured is a wafer cooling system that maintains a constant 5° C sample temperature throughout the milling procedure. [24]

Etching was completed using an ion milling procedure with the Intelvac milling system. The schematics of a comparable ion mill system are presented in Figure 2.5. The ion mill behaves in a similar manner to the sputtering system described above. The sample is placed in the main chamber and pumped to a high vacuum (~10⁻⁷ torr). Ar atoms are ionized via a charged filament. The Ar⁺ ions are accelerated towards a metallic mesh that is kept at a high negative
voltage. Most pass through due to their high momentum, at which point they are deionized by a neutralization filament. As with the magnetron sputtering system, these Ar atoms then impact the sample surface which ejects material through momentum transfer. The ion milling time must be optimized for the sample thickness to avoid etching into the substrate.

Etching was performed at a 45° etch angle with a 200 V beam voltage and 64 mA beam current. The state is rotated during milling to ensure etching uniformity. The stage is water cooled to 5 °C to avoid heat generation due to the Ar bombardment. The ion milling is followed by an acetone wash to remove the remaining hardened resist above the unetched VO₂ layer.

The results of the photolithography process are shown in the optical microscope image in Figure 2.5. The high-quality features and limited edge pooling effects are noticeable in this example.

![Image](image_url)

Figure 2.6: Hall bar patterns on a TiO₂/VO₂ (110) film. The optimized spin coating speed and exposure time enhanced the quality of features at the edges of the sample.
2.3. Low-Overshoot Temperature Controller

As previously mentioned, the MIT is highly sensitive to temperature with even small thermal fluctuations inducing relatively large changes in the resistance state. As the MIT is also hysteretic in nature, an overshoot (or undershoot, in cooling cycles) of the setpoint temperature will result in an undesired and nonreversible system state. As such, temperature dependent measurements of VO$_2$ based material systems requires a highly accurate temperature controller with minimal overshoot/undershoot and low temperature deviation during the measurement period.

The temperature controller is built around a PID (Proportional-Integral-Derivative) based feedback scheme defined by the following function [25]

\[
P(t) = K_p e(t) + K_i \int_0^t e(\tau) d\tau + K_d \frac{d}{dt} e(t)
\]

where \( P(t) \) is the time dependent output power of the heater current source, \( K_p \) is the proportional scaling term, \( K_i \) is the integral term, \( K_d \) is the derivative term, and \( e(t) \) is the time dependent error function as defined by

\[
e(t) = SP - PV
\]

where \( SP \) is the setpoint and \( PV \) is the process variable. In our case the setpoint and process variables are the desired temperature and current temperature in units Kelvin, though in general these may represent any system variable needed to be controlled. The proportional term contributes to \( P(t) \) only when there is some offset between the current and desired setpoint, and linearly reduces its contribution as the process variable nears the setpoint value. The integral term captures the long-timescale behavior of the error function and will increase or decrease the output over time if system state is not nearing the expected setpoint value. The derivative term
corrects for rapid changes in the error function and can help minimize spikes in output power due to fluctuations in the ambient temperature.

This standard PID control scheme proved insufficient for our applications, even after multiple tuning procedures, as the overshoot generally exceeded 1 K near $T_c$ (Figure 2.7, a). To further limit temperature overshoot, we added a heater model to the PID algorithm. The heater model was created by recording the steady state output of the power supply as a function of the set point temperature after a settling time of 1 hr. This model provided a bias to the heat output upon a user controlled change in the setpoint variable, upon which the PID could further refine $P(t)$. Overshoot was further limited by controlling the maximum power adjustment from the PID algorithm, which was generally set to $\pm 10\%$, but was increased slightly for the modified FMR heater controller described in chapter 4. The output limiter can be deactivated to increase the settling speed (at the cost of overshoot) for samples where overshoot is not an important consideration. The schematics of the controller software are presented in Figure 2.6. The improved temperature control performance near $T_c$ is seen in Figure 2.7b.
Figure 2.7: The final version of the software control scheme utilized in our low-overshoot temperature controller. In this example, the heater model VI strongly biases the output value while the PID algorithm modulates this value within a limited range (±10%).

![Diagram of control scheme](image)

Figure 2.8: a) The time dependent temperature profile of a calibration sample when controlled with a typical PID feedback loop. Overshoot of ~1.25 K is seen with an additional ~0.25 K undershoot before the oscillation settles. b) Temperature settling profiles implemented with the heater model assisted PID controller. Overshoot of less than 0.05 K is seen in all temperature ranges.

The heater hardware is shown in Figure 2.8. The base was taken from a Quantum Design PPMS breakout box to match its pinout configuration for increased interoperability with other prebuilt measurement systems and tools available in the lab. The sample is mounted to a copper heating block that sits on a 50 W, 25 Ω Joule heating element. The power source was a GPIB
controlled HP-6654A DC power supply. For the experiments described in Chapters 4 and 6 the sample temperature was monitored with a Lakeshore DT-600 diode temperature sensor, chosen for its high temperature sensitivity (0.01 K). For the FMR experiments described in Chapter 5 this was replaced with a standard K type thermocouple due to sample mounting limitations with the coplanar-waveguide.

The final controller configuration showed a high temperature stability of less than 0.01 K upon stabilizing at the setpoint temperature. Overshoot was limited to 0.05 K across the entire operable range. The maximum setpoint temperature was capped at 400 K which allowed for temperature dependent measurement deep into the metallic state of VO$_2$.

Figure 2.9: The custom designed sample holder showing a mounted Hall bar patterned VO$_2$ sample. The 1 cm$^2$ staging area and 8 signal wires allowed for two simultaneous 4-point probe measurements.
2.4. Device Quality Characterization

2.4.1. X-Ray Techniques

After CVD deposition, all samples were systematically probed with a Philips Xpert X-ray diffractometer system. X-ray characterization is a powerful tool for structural characterization of thin films that can provide details on sample thickness, surface roughness, composition, lattice mismatch, strain, and inhomogeneity. The basic schematic of an X-ray diffractometer system is presented in Figure 2.9. All systems will include an X-ray source, detector, and sample mounting stage. The angle between the X-ray source and sample plane is usually defined as \( \omega \) while the detector angle, which is referenced from the incident beam path vector, is defined as \( 2\theta \). Multiple measurement modes are available in most systems, but the basic principle is the same in all variations in that the detector measures the scattered X-ray intensities as a function of \( \omega \) or \( 2\theta \) while the sample is kept stationary in the beam center.

![X-ray diffractometer schematic](image)

Figure 2.10: The standard X-ray diffractometer configuration. \( \omega \) is defined as the angle between the film tangent the incident X-ray beam path. \( 2\theta \) is angle between the incident and diffracted beam paths. [26]

The technique is derived from the well-known Bragg condition

\[
n\lambda = 2d_{hkl}\sin(\theta)
\]
where \( \lambda \) is the X-ray wavelength and \( d_{\text{hkl}} \) is the crystal plane spacing. The Bragg condition is only met for a single angle \( \theta \) for each family of crystal planes. Due to this relation, by performing a coupled \( \theta-2\theta \) scan one can confirm sample structure by comparing the measured Bragg peak location and line shape to the known peak angle for a given material and crystal structure.

We can also measure a rocking curve, where \( \omega \) is swept through the Bragg angle by tilting the sample in relation to the X-ray source. The FWHM of this curve is indicative of the epitaxial quality and strain due to lattice mismatch.

The same system can be used to perform X-ray reflectivity (XRR) measurements where we can examine the angular dependence on the inference between the reflected waves from the film surface and substrate-film interface. This is performed by setting \( 2\theta \) initially to 0 degrees and sweeping upwards through the critical angle. The periodicity of the interference fringes can be used to determine the film thickness. Usually XRR fitting software (such as GenX [27]) is used to accurately determine the thickness.

2.4.2. Atomic Force Microscopy

The surface topography was probed with the Asylum Research (now Oxford Instruments) MFP-3D Stand Alone AFM tool. This tool can image surfaces with a maximum area of 90\( \mu m^2 \) and depth features as low as 0.02 nm. The general AFM schematics are presented in Figure 2.10. An atomically sharp cantilever is scanned across the sample surface which is mounted to a computer controlled piezoelectric scanner. The cantilever tip interacts with the sample surface through attractive Van de Walls and repulsive Coulomb forces to maintain a nearly stable distance from the sample surface. As the tip moves across surface features of varying topologies,
the cantilever is deflected. A laser is reflected from the back of the cantilever and is detected by a four-sectional photodiode to track both vertical and horizontal deviations. The deflection data is used to build 2D or 3D mapping of the sample surface. For our purposes, the system was set to a tapping mode, where the tip is oscillated near the sample surface and the tip-to-surface distance is tracked by monitoring changes in the cantilever resonance frequency.

Figure 2.11: Working principles of an AFM measurement tool. [28]

2.4.3. Resistivity Measurements

Resistivity measurements were used to determine the magnitude of the MIT, the transitional width, and transport anisotropy in patterned Hall bar samples. This was generally the final step in our sample characterization, as another rough indicator of high quality VO$_2$ is a transition magnitude on the order of $10^3$ or larger. Measurements were performed with both a custom LabView based resistivity tool and with the Quantum Design Dynacool PPMS system.
The self-written resistivity measurement system utilized a HP (now Keysight) 4778A digital multimeter via GPIB. The system featured the same temperature control scheme as described above. The benefit of this system over commercial products was the easy customizability of the measurement type, which could be modified by the user by adjusting an automation sequencer running in parallel with the measurement software. Automated sequences were implemented for standard hysteresis loops, time dependent resistance tracking, and first-order reversal curves (FORC).

Resistivity measurements were also collected with the Dynacool PPMS. This system has broad characterization capabilities including vibrating sample magnetometry (VSM), torque magnetometry, Hall effect, DC transport, and many others through the use of easily interchangeable measurement accessories. The system has a temperature range of 1.8 K – 400 K that is achieved with a ⁴He based gas flow controller. The temperature controller allows a low-overshoot mode that is ideal for the purposes of VO₂ resistivity measurements. The system also features a 9T superconductor based magnet for field dependent measurements.
Samples were bonded using a 4-point probe technique in the Van der Pauw configuration. The 4-point configuration improves upon the standard 2-point method by injecting current through two of the leads while independently monitoring the resulting voltage between the other two leads. This allows the exclusion of extrinsic contributions like contact and lead resistance that would be included in series with the intrinsic sample resistance in a 2-point configuration.

The Van der Pauw method is most accurate in homogenous samples that are square in shape. The leads are bonded to the corners of the square as close to the edge as possible. The cross-sectional area of the leads should be small in relation to the sample dimensions. A pair of four-point resistance measurements are collected: once with current flowing from site A to site B with the voltage measured between C and D ($R_{ABCD}$) and then again with the current flowing from B to C.
with voltage measured between D and A \((R_{BCDA})\). The resistivity can then be extracted by fitting
to the Van de Pauw formula

\[
e^{-\frac{\pi t R_{ABCD}}{\rho}} + e^{-\frac{\pi t R_{BCDA}}{\rho}} = 1
\]

where \(t\) is the sample thickness. [29] [30]

The resistivity calculation is simplified when probing Hall bar patterned samples as the
sample conduction is isolated down a narrow path with a clearly defined rectangular geometry
(Figure 2.12). In this configuration, the current is applied at sites A and B and the voltage is read
across sites C and D. The resistivity is calculated as

\[
\rho = \frac{w t V}{L \ I}
\]

where \(w\) is the width of the Hall bar path between A and B, \(L\) is the bar spacing between sites C
and D, and \(t\) is the sample thickness.

Figure 2.13: 4-point probe configuration for Hall bar patterned thin films.
CHAPTER 3:
SUMMARY OF STRUCTURAL AND TRANSPORT CHARACTERIZATION

In this chapter, we will present a brief summary of the structural, topographical, and DC resistivity characterization of VO₂ thin film samples grown on rutile-TiO₂ (100), (001), and (110) substrates using the home built LPCVD system described in Chapter 2.

The first section provides crystallographic and transport characterization of the films that is relevant to all the experiments discussed in this text. Specifically, this summary is derived from the characterization data presented in the publication [31] which covers low frequency noise spectroscopy experiments of patterned VO₂ thin films. This publication is also the topic of Chapter 6 in this thesis. Due to the high cost of the TiO₂ substrates, when possible the films from previous experiments were reutilized in later work. As such, the VO₂ samples described in Chapter 4 are from the same series as discussed in the characterization below.

The second section describes the topological optimization and AFM roughness measurements of VO₂ (110) and (001) samples utilized in the bilayer and trilayer heterostructures discussed in Chapter 5.

Additional details pertaining to the characterization of films grown in our LPCVD and APCVD systems can be found in [32] [33] [34].
3.1. X-ray Diffractometry and Resistance Results

0-20 scans for the all film orientations are shows in Figure 3.1. The quasi-rutile (200), (002), and (200) peaks for the VO$_2$ films and TiO$_2$ substrates are marked in the figure. The peaks for the (100), (110), and (001) films are found at $2\theta = 39.9^\circ$, $27.9^\circ$, and $65.3^\circ$ respectively. These very nearly match the peaks found in the bulk, but the small offset indicates some degree of strain due to a small lattice mismatch between bulk VO$_2$ and rutile TiO$_2$. The rocking curve profiles are also presented in Figure 3.1. A FWHM value below $0.5^\circ$ generally is indicative of high epitaxial quality and is well below this value for all examples. The extracted values for the $a_r$ and $c_r$ lattice constants, along with the calculated strain based on the TiO$_2$ lattice constants, is summarized in Table 3.1.

Additionally, a $\phi$ scan was performed to further confirm the quality of the epitaxy. A $\phi$ scan is an asymmetrical scan type that involves tilting the sample stage ($\psi$) so that an off-axis crystal plane normal will bisect the incident and diffracted beam angle to allow detection, as depicted in Figure 3.2. One the stage is aligned for detection of the off-axis plane, in this case the rutile (101) plane, the stage in-plane angle, $\phi$, is swept through a full rotation. For both rutile and monoclinic crystal structure we can expect a two-fold symmetry with peaks at $\phi = 0^\circ$ and $180^\circ$. The results of this measurement is presented in Figure 3.3. The clear two-fold symmetry and lack of additional peaks indicate high quality epitaxial growth.

Figure 3.4 shows the results of the reciprocal space mapping of a VO$_2$ (100) film for the off-axis (301) planes. The extracted values for the $a_r$ and $c_r$ lattice constants show close agreement with those found in the 0-20 scans. The lattice constant distributions shows a very low (FWHM), another indicator of the highly quality epitaxial nature of these films.
Figure 3.1: Results of θ-2θ and rocking curve measurements for VO$_2$ (100), (110), and (001) films. The narrow FWHM values indicate highly textured films.
**Crystallographic**

<table>
<thead>
<tr>
<th>orientation</th>
<th>a_r (nm)</th>
<th>c_r (nm)</th>
<th>a_r strain (%)</th>
<th>c_r strain (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100)</td>
<td>0.451</td>
<td>0.287</td>
<td>-0.830</td>
<td>0.524</td>
</tr>
<tr>
<td>(110)</td>
<td>0.452</td>
<td>0.288</td>
<td>-0.615</td>
<td>0.699</td>
</tr>
<tr>
<td>(001)</td>
<td>0.453</td>
<td>0.287</td>
<td>0.439</td>
<td>0.314</td>
</tr>
</tbody>
</table>

Table 3.1: The a_r and c_r lattice constants extracted from XRD measurements, along with the associated strain due to lattice mismatch from TiO_2.

![Diagram](image)

Figure 3.2: The system geometry utilized during a φ scan, where the sample stage is rotated about its normal while probing an off-axis plane family.
Figure 3.3: \( \phi \) scan results show a clear two-fold symmetry in VO\(_2\) matching that of the substrate peaks indicating high quality epitaxy.

Figure 3.4: Reciprocal space mapping of the off-axis (301) peak in a VO\(_2\) (100) film. The low FWHM in the resulting \( a \) and \( c \) lattice constant distributions are another indicator of the high epitaxial quality of these films.

Resistivity measurement results are presented in Figure 3.5 and summarized in Table 3.2. All film orientations exhibit a clear hysteretic MIT with a large transition magnitude, defined as
a ratio of the 4-point resistance before and after the MIT. The second row of images show the calculation of $T_c$, which we have previously defined at the temperature where $-\frac{dR}{dT}$ is extremized. For all cases we see $T_c$ is higher during the heating cycle, with the broadest transitional width $(T_{c,\text{heating}} - T_{c,\text{cooling}})$ seen in the (110) samples. For all orientations the transition shows less sharpness than in the bulk case, as well as an overall decrease in $T_c$ (~341 K in bulk), which is likely due to epitaxial strain along the c axis, as has been suggested by previous works [35].

Figure 3.5: Temperature dependent 4-point resistance measurements for both heating and cooling cycles. The hysteretic nature of the MIT upon temperature reversal is clearly seen in (a)-(c). The second row shows the calculations of $T_c$. 

<table>
<thead>
<tr>
<th>Crystallographic orientation</th>
<th>Transition magnitude (R_t/R_M)</th>
<th>Cooling cycle T_c (K)</th>
<th>Heating cycle T_c (K)</th>
<th>Transition width (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100)</td>
<td>444</td>
<td>327</td>
<td>328</td>
<td>2.8</td>
</tr>
<tr>
<td>(110)</td>
<td>1096</td>
<td>323</td>
<td>333</td>
<td>10</td>
</tr>
<tr>
<td>(001)</td>
<td>2488</td>
<td>325</td>
<td>332</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Table 3.2: Summary of DC resistance measurements. The transition magnitude is maximum in the (001) oriented films, making them ideal candidates for phase change memory and logic device applications.

3.2. AFM Topology and Roughness Optimization

As will be described in Chapter 5, the growth of high quality VO_2/Ru/Py heterostructures requires a very smooth and homogenous VO_2 film surface. Py deposited onto films with high surface roughness can exhibit overly broad (due to two-magnon scattering contributions) or multiple resonances when conducting FMR experiments that limit applicability in modeling spin transport dynamics. Our initial attempt at sputtering Py layers onto thick VO_2 films exhibited very poor resonance quality, which we attributed high-film roughness [36]. We therefore attempted to deposit a series of very low roughness (sub 1nm rms) VO_2 films for use in ferromagnetic heterostructures.

We initially chose TiO_2 (001) substrates due to the high transition magnitude (Table 3.2) of VO_2 films with this crystal orientation. A VO_2/Py bilayer with a high transition magnitude should in principal more clearly exhibit a change in the spin pumping characteristics of the heterostructure through the MIT. As VO_2 film roughness will usually scale with thickness, we utilized a relatively short deposition period of 5 minutes to minimize growth. This resulted in
films of approximately 12 nm thickness. The AFM scan for this film is presented in Figure 3.6. While the roughness is low at 0.6nm, the film features very clear microcracking defects over the entirety of the surface. While this effect is not uncommon for VO₂ films, it is generally not seen in films of low thickness [37]. Py deposited on this film again showed an overly broadened linewidth characteristic of high two-magnon scattering.

The microcracking features were eventually eliminated by increasing the deposition period to 30 minutes, resulting in films of around 80 nm. This came at the cost of film roughness, which was around 5nm in this sample. Again, the resulting bilayer showed poor magnetic resonance quality.

Figure 3.6: 12 nm (001) oriented film exhibiting microcracking features. These inhomogeneities resulted in a poor quality FMR resonance.
Figure 3.7: An 80 nm (001) oriented film. The microcracking features are eliminated at the cost of increased roughness. These samples also exhibited poor resonance quality due to increased two-magnon scattering at the interface.

We then attempted deposition onto TiO$_2$ (110) substrates. While the resulting VO$_2$ (110) films feature a transition magnitude around 40% of that seen for (001) films, (110) substrates have been shown to result in films of minimum roughness as compared to the other crystal orientations. We attempted a 5 minute deposition cycle at the standard deposition temperatures describe in Chapter 2. This resulted in a film of ~13 nm thickness with roughness of 1.6 nm. The film was homogenous and exhibited no microcracking features, but the roughness was higher than ideal for Py sputtering. To further reduce film roughness, we implemented a modified CVD deposition cycle where the substrate temperature was reduced to 468 °C and the precursor temperature was lowered to 130 °C. The reduced precursor flux and reaction rate at the substrate proved to increase film homogeneity and decrease film roughness to 0.48 nm rms, well within our desired range. Repeated depositions showed consistent film thickness of 11-12 nm and low roughness of ~0.5 nm.
Py deposited on these reduced roughness VO$_2$ (110) films showed narrow single resonance with good signal strength, even down to Py thicknesses of 4 nm. The detailed characterization of the spin pumping dynamics of the resulting VO$_2$/Py heterostructures is the topic of Chapter 5.

Figure 3.8: 13 nm (110) film with 1.6 nm rms roughness. While still outside of desired roughness range, this film series showed good homogeneity and strong transition characteristics.
Figure 3.9: 11 nm (110) film with 0.48 nm rms roughness. This series proved to be ideal for producing FM heterostructures for FMR measurements.
CHAPTER 4:

LONG TIMESCALE RELAXATION OF VO$_2$ THIN FILMS ANALYZED WITH IMPEDANCE SPECTROSCOPY

The MIT has been shown to be highly sensitive to growth conditions, substrate type, and doping, allowing the $T_c$ to vary between 290 K and 350 K [38]. This highly tunable transition has garnered considerable interest in the past decades for use in nonvolatile memory and logic devices [39]. More recently, it has been shown that VO$_2$ exhibits some long timescale variation in its transport characteristics, which calls into question the validity of many experiments [40] describing device level VO$_2$ applications where the system state would need to be stable over many years [41]. First-order reversal curve measurements of VO$_2$ thin films showed evidence for a persistence of high-temperature rutile metallic domains well below the $T_c$ [42]. There is evidence that the VO$_2$ film does not return to the fully monoclinic (semiconducting) state until well below room temperature. These metallic domains, while only marginally modifying the sample resistance post transition, can act like nucleation points for the MIT upon temperature reversal, leading to degenerate R(T) curves for samples not reset to homogenous states.

This long timescale hysteretic relaxation appears to translate to readily measurable macroscopic features. Claassen et al [43] took simple 4-point resistance measurements of epitaxial sapphire (0001)/VO$_2$ (~100nm) at single temperatures over the course of ~15 hrs per temperature step. The experiment showed that sample resistance tended to relax toward an apparent equilibrium value following a log(t) behavior. This result seems to imply to wide distribution of transition temperatures which would be highly dependent on sample quality and
fabrication method. This relaxation effect has been noted in other phase change materials, specifically in NdNiO$_3$ thin films [44], where a nearly 20% resistance drift was observed after a 5 hour settling period near the T$_c$. The problem of resistance drift in some proposed phase change memory devices (list) have also been noted in literature.

With these previous works in mind, it is clear that additional studies on transition mechanisms in VO$_2$ should meet the following requirements:

1. A well defined and stable setpoint temperature with an easily tunable heating and cooling rate.
2. Methods for “resetting” the sample to a fully rutile or monoclinic phase between individual runs to avoid degenerate transition states.
3. For samples with T$_c$ close to room temperature, system cooling capabilities when running sweeps from low to high temperature to ensure complete metallic domain switching.

In this chapter, we describe an impedance spectroscopy (IS) experiment that elucidates some aspects of the MIT transition mechanisms and provides data on the limitations of VO$_2$ in storage applications. We monitor the real and imaginary parts of the sample impedance (Z’ and Z’’, respectively) at many temperature steps throughout the MIT. This data is then fit to a parallel RC circuit model to extract DC resistance and equivalent capacitance. By repeating this impedance measurement continuously over the course of several hours at a single setpoint temperature, the change in both R and C can be tracked versus time. As DC resistance is a general indicator of the electronic state of the system, time dependent variations in R should indicate modifications of the electron transport mechanisms, sample geometry, and relative population of metallic and semiconducting domains. In comparison, assuming a frequency independent dielectric function in our range of interest [45], the equivalent capacitance should only track variation of the domain
geometry and population. By comparing the relaxation trends of R and C over the course of the measurement cycle, we can provide evidence for the existence of multiple relaxation processes.

4.1. Impedance Spectroscopy

Impedance is an extension of standard DC resistance to circuits with alternating voltage sources. In a circuit with an AC source we can define the voltage and resulting current as the complex functions:

\[ V = |V|e^{i\omega t} \]
\[ I = |I|e^{i(\omega t + \phi)} \]

Similar to Ohm’s law, we can then define impedance as

\[ Z = \frac{V}{I} = |Z|e^{i\phi} \]

where \( \phi \) is the phase between the AC voltage and resulting current. It can be useful for analysis to use the form

\[ Z = Z' + iZ'' \]

where \( Z' \) and \( Z'' \) are the real and imaginary components of the complex impedance. In the case of a series LCR circuit we can simplify this to

\[ Z = R + iX \]

where \( R \) is the DC resistance and \( X \) is the reactance. The reactance comes from the capacitive and inductive circuit elements and is purely imaginary due to their current response being \( \pm \pi/2 \) out of phase with an applied AC voltage. In isolation we can define the capacitive and inductive reactances as

\[ X_C = \frac{1}{\omega C} \]
respectively.

An impedance analyzer works by outputting an AC voltage with a well-defined magnitude and frequency and measuring the amplitude and phase of the current response. This measurement is generally repeated through a broad range of frequencies. The frequency response of the circuit can then be used as a basis for a circuit model from which equivalent capacitance and inductance can be extracted.

![Graph showing voltage magnitude and phase shift over time](image)

Figure 4.1: The basic characteristics of an AC impedance measurement. An applied AC voltage of well-known frequency and magnitude is applied to the sample and the resulting current is monitored. The current magnitude and phase shift are used to calculate the complex impedance terms, then usually fit to a circuit model relevant to the sample type.
Figure 4.2: A representation of impedance on the complex plane. This diagram represents how to extract $Z'$ and $Z''$ from a measurement of $|Z|$ and $\phi$.

4.2. Impedance Model for VO$_2$(001) Thin Films

Impedance spectroscopy has been utilized to probe many material systems [46] which undergo a MIT or show other dynamic transport behaviors. For example, the technique has gained widespread use in biochemical sensor [47], fuel cell [48], and solar cell testing [49] applications.

VO$_2$ is an ideal candidate for IS analysis due to the underlying change in sample geometry as the film undergoes the MIT. As discussed previously, the MIT is generally characterized by the formation of metallic islands in an insulating matrix. In the films discussed in this section, epitaxial VO$_2$ of ~75nm thickness, there is evidence for the growth of metallic filaments which combine to form conductive channels near $T_c$. As discussed in Chapter 6 (noise spectroscopy) we can assume the film regions in the monoclinic phase have a resistivity several orders of magnitude higher than the rutile metallic filaments. Below and near the transition,
before a significant number of percolative channels have formed along the current direction, this
genometry can effectively be modeled as a random resistor and capacitor network [50]. Post
transition, where current can easily flow along metallic channels, the film should behave as an
ohmic resistor with little reactive behavior. Thevenin’s theorem shows that any linear electric
network can be generalized to a single equivalent impedance. We therefore can treat the complex
network in a simple parallel RC circuit model, with the resistive channel representing the
combined contributions of the conductive metallic channels and tunneling between metallic
regions and the capacitive channel representing the charge storing characteristics of neighboring
metallic regions separated by the insulating matrix. The equivalent capacitance can therefore
provide information about the sample wide growth of metallic domains and filaments. As C
should increase with both the increase of filament cross-sectional area and the decrease of
filament spacing, we can expect a rapid growth in C near the Tc. As the metallic filaments
combine to complete conductive channels, the sample capacitance should be effectively
nullified.

To derive the impedance model for this circuit, we can utilize the fact that voltage will be
equivalent for the R and C channels and equal to the total applied voltage for the DUT, while the
currents may vary for each channel. We can solve for I in the complex form of the impedance

\[ I = \frac{V}{R} + i \frac{V}{X_c} \]

and as V is equivalent in both channels, we can use the definition of impedance to simplify this
form to

\[ \frac{1}{Z} = \frac{1}{R} + i \frac{1}{X_c} \]

Solving for Z we find
\[ Z = -\frac{iRX_c}{R - iX_c} \]
\[ = \frac{RX_c^2}{R^2 + X_c^2} - \frac{iR^2X_c}{R^2 + X_c^2} \]

To determine the general behavior of this type of circuit, we can apply the complex conjugate to derive the magnitude of impedance

\[ |Z| = \frac{RX_c}{\sqrt{R^2 + X_c^2}} \]
\[ = \frac{R}{\sqrt{4\pi^2 C^2 R^2 f^2 + 1}} \]

From this final form we can easily describe the main features of the impedance curve. At the DC limit, \( f = 0 \) Hz, our impedance will match the DC resistance. In most films \( C \) is several orders of magnitude lower than \( R \), and will remain effectively flat with frequency, up until around one order of magnitude to the cutoff frequency, \( f_c \), defined as

\[ f_c = \frac{1}{2\pi RC} \]

at which point the impedance will decrease continually with frequency, until system dependent inductive contributions become significant (usually near the 10 MHz range). These features can be seen in Fig. 4.3 where the \( R \) and \( C \) values have been chosen as 1 MOhm and 1 pF, which fall within the expected range seen in thin VO\(_2\) films; the cutoff frequency (approximately 159kHz) is marked in red.
Figure 4.3: A simulated impedance spectrum for an example parallel RC circuit ($R = 1 \, M\Omega$ and $C = 1 \, pF$) of similar component values to a VO$_2$ thin film. We can see the nearly flat frequency response up to the cutoff frequency before capacitive reactance begins to dominate.

While these simple calculations are useful to roughly determine the validity of using the parallel RC model based on initial experimental data, in practice we will be using a commercial impedance analyzer software (Zview) to include corrections for the system components and cabling as well as to test more complex circuit models, such as including inductive elements related to filament growth.

4.3. Measurement System and Error Estimation

The measurements were taken using an HP 4284A precision LCR meter (now a Keysight Technologies system). This meter has a frequency range of 20 Hz to 1 MHz with a ±0.01%
accuracy and a measurable impedance range of 0.01 mΩ to 99.9 MΩ. As with most benchtop LCR meters, this system is capable of directly measuring sample capacitance utilizing internal series and parallel circuit models, with a functional range of 0.01 fF to 9.99 F. For samples with total impedance of >10kΩ the parallel mode is generally implemented.

It is essential to determine the accuracy of the extracted sample capacitance values as the total measured capacitance will be dominated by system and cabling contributions in our region of interest. This is especially important near Tc, where the sample capacitance should rapidly drop below the system minimum capability. In order to obtain a measurement of sample capacitance during the transition, the sample contribution must be higher than the percent accuracy of total impedance.

The HP4284A manual provides specifications for determining the accuracy of C for a given sample impedance and voltage range. Absolute accuracy includes both relative and calibration accuracy contributions, but in general the calibration accuracy term will be effectively zero when proper measurement procedures are followed. These procedures include a 30 minute warm up period, using short cable lengths (sub 1m), open and short circuit corrections, reasonable test signal voltage (impedance dependent), and optimal measurement range selection. As these procedures were all followed for our measurements, we can approximate our absolute accuracy from the provided relative (basic) accuracy for our measurement specifications. Fig. 4.4 shows the basic accuracy (At1) for our measurements, which is 0.1% for a test signal voltage of 0.1 Vrms with medium or long integration time.
These meter level C measurements use discrete frequencies instead of utilizing a range of frequency values. The error in C can be reduced by increasing the integration time, but still assumes an ideal parallel RC response from the sample. Therefore, the equivalent C values, while accurate to ±0.1% over a broad range of impedances, are valid only at the frequency used for data collection.

As the standard IS procedure involves collecting a complex impedance measurement for many tens or hundreds of frequencies for each sample, one could easily assume the increased statistics would allow for a higher accuracy in the extracted C [52]. From actual VO$_2$ thin film impedance data we can see there is some deviation from an ideal RC response, even after system and cabling contributions are removed. This deviation is difficult to model and is variable between samples as it is likely due to a combination of defects and nonlinear transport behavior. Attempting to fit this data to the ideal RC model generally results in an error close to the expected basic accuracy for measurements below T$_c$ (as low at 0.05%) but can significantly increase above the MIT as the reduced sample capacitance provides little reactive contribution.
within the measurable frequency range. Above $T_c$ the fitting error can exceed 2%, making the 
extraction of sample contributions impossible. With these limitations in mind, we will estimate 
the error in $C$ to be equivalent to the fitting error of the ideal parallel RC circuit model.

4.4. Methodology

Thin films of VO$_2$ were grown onto TiO$_2$ (001) substrates. (001) films were chosen due 
to having the largest transition magnitude in comparison to (100) and (110) films [34] [32]. Film 
thickness was confirmed with XRR to be 75nm. Additional details of the characterization can be 
found in Chapter 3. The samples were mounted with thermal grease to the copper heating block 
of a LabView controlled heating system with low-overshoot capabilities (see Chapter 2). The 
samples were wire bonded at two points (spaced 3mm) to copper pads on the heater mount. The 
mount was inserted into a homemade breakout box and shielded by a thick steel covering for 
thermal stability. Two 1 ft BNC cables connected the breakout box to the 4284A LCR meter.

The LCR meter was controlled by a custom LabView program which included fully 
automated data collection. The test voltage was set to 100 mV with a frequency range of 100 Hz 
to 1 MHz with the total number of measurement frequencies set to 100. The controller program 
allowed a temperature measurement range of 300 K to 400 K for both heating and cooling 
cycles. (For our purposes, a heating cycle is defined as a series of impedance measurements 
where each subsequent run is performed at a temperature higher than the previous measurement 
temperature, generally beginning the series at a temperature below $T_c$ and ending at a 
temperature above $T_c$. A cooling cycle is similarly defined moving from high to low temperature 
between subsequent measurements.) For heating cycles the sample is reset to 300 K between 
each run; the cooling cycles have reset temperature of 400 K. For all measurements, upon the
stabilization of the setpoint temperature, impedance spectrums were collected continuously for several hours. The measurement period was 2.5 hours for all runs. As each impedance spectrum took 3 minutes to collect, these periods represent 51 impedance spectrums per temperature step.

Only cooling cycles were utilized in this experiment due to the lack of capabilities to fully reset the sample to the low temperature state between runs. As discussed previously, the persistent metallic domains make a sub room temperature reset cycle essential for repeatable results. The available PPMS systems had stray capacitances in the nano to micro F range, making extraction of the sample capacitance impossible with these set-ups.

![Figure 0.5: The equivalent circuit model of the system and cabling contribution to the impedance response. The $Z_s$ elements are fitted by taking a shorted measurement; the $Y_0$ elements are fitted from an open circuit measurement. [53]](image)

To determine system and cabling contributions, shorted and open measurements were performed and fit to a standard calibration model seen in Fig. 4.5. The shorted measurement only contains contributions from the series resistor and inductor ($Z_s$) while the open test is dominated by the parallel resistor and capacitor ($Y_0$). The extracted values for $Z_s$ were $L_s = 2.70e^{-7}$ H and $R_s = 0.37$ Ω. In our frequency and sample impedance range these have a net contribution below the meter’s relative accuracy and will therefore not be included in the modeling. $G_0$ was found to
be effectively infinite and is also disregarded from our modeling. $C_0$ was generally on the order of $1.5 \times 10^{-12}$ F, but was found to be highly sensitive to the specifics of the sample mounting, orientation and proximity of the cabling within the breakout box, and the geometry of the bonding wires. As this was highly variable between samples, to more closely approximate the net system contribution, an equivalent system capacitance ($C_0$) was extracted by taking a mounted VO$_2$ sample, heating it to a temperature well above $T_c$ (~400 K) and extracting the equivalent capacitance. We can justify this extraction method by noting that the system and sample capacitances are in parallel, and with therefore simply sum to give us the net capacitance.

The collected data was analyzed using Zview, a commercial impedance analysis software. The major benefit of this software was the batch fitting capabilities, which helped speed up the processing of the nearly 1000 impedance spectrums collected during the experiment. The software also allowed for the efficient testing of alternative circuit models and calibration. As compared to some previous works on modeling the impedance spectrums of VO$_2$ films [54] [55], we found that it was not necessary to include additional circuit elements aside from the parallel RC channels. For example, attempting to extract the inductance contribution due metallic filament formation produced equally high-quality fits for values of $L = 0$ H and 0.3 H, the latter representing an unphysically large value for a thin film, making any estimation of inductance invalid within our frequency range. Equivalent R and C were extracted for each spectrum, which was then plotted in OriginLab and fit with the proper model for time dependence, as discussed below.
4.5. Impedance Analysis of VO$_2$ (001)

In Fig. 4.6 we show a Bode plot of several raw impedance spectrums for measurements taken before and after the MIT. The pre-MIT spectrums show nearly ideal parallel RC behavior, with a flat frequency response up to the cutoff frequency followed by a log(f) decrease in $|Z|$. The high frequency regime for the 315 K, 319 K, and 325 K datasets nearly overlap at this scale due to the stray system capacitance dominating the sample capacitance contributions at all temperatures. Post $T_c$ data shows a nearly flat frequency response in our range of interest.

![Bode plot of several impedance spectrums](image)

Figure 4.6: A Bode plot of several impedance spectrums taken before, during, and after the MIT. Low temperature measurements show the typical parallel RC profile presented in Figure 1. High temperature measurements increasingly flatten within our frequency range as the system becomes more metallic and loses its capacitance characteristics.
Figure 4.7: Nyquist plots of the same measurements. In the low temperature monoclinic state our films show the typical semi-circular line shape characteristic of parallel RC circuits. Upon the metallic transition, the semi-circles collapse very near to a point along $Z'$ that matches the sample DC resistance.

The Nyquist plot ($Z''$ vs $Z'$) for the same data series is presented in Fig. 4.7. The semi-circular shape is indicative the smooth transition from a resistive to reactive circuit response seen in a parallel RC circuit. After the MIT the datapoints collapse around a $Z'$ value near the sample resistance with little extension into the $Z''$ axis. This behavior parallels the flat response for these temperatures seen in the Bode plots.

The data collection resulted in 969 impedance spectrums, which were batch fitted using the ZView impedance analysis software. The fitting model, as described above, provided excellent fits for all datasets. The extracted resistances showed a clear long-timescale increase which continued to rise well past the 2.5 hour measurement period at each temperature step (Fig. 4.6).
4.8), with no saturation observed after a maximum measurement period of 10 hours. The magnitude of the resistance drift across all temperatures is plotted in Fig. 4.9. The effect peaks near $T_c$ (337 K for these samples). The magnitude of drift follows a nearly Lorentzian trend, with a FWHM of ~12 K. The resistance drift is readily detectible well above and especially below $T_c$, providing further evidence for the continued existence of metallic domains near room temperature.

Figure 4.8: Fitted DC resistance drift plotted as a function of the settling time. The drift seems to maximize around $T_c$. The resistance drift effect continued well past the 2.5 hour measurement period, with no indication of settling even after 10 hours of measurement time.
Figure 4.9: Resistance drift magnitude (at 2.5 hrs) plotted vs settling temperature. The effect peaks very near $T_c$.

The $T = 0$ capacitance is plotted in Fig. 4.10 for all temperatures. As expected, the capacitance peaks near $T_c$ and is associated with the densely packed metallic islands separated by short insulating regions that form upon reaching the MIT. We can see that above $T_c$, when the metallic islands are mostly formed into continuous conductive channels, $C$ rapidly drops with increasing temperature. An unexpected feature is the slight dip in $C$ between room temperature and $T_c$. This could possibly be due to an increased percolation rate in this temperature range leading to the rapid growth of conductive channels, shorting some regions contributing to $C$. As this is a complex transition with multiple competing processes, simulations would likely be needed to fully interpret this behavior.
Figure 4.10: Temperature dependence of the fitted values of C. C peaks very near T\(_c\), before falling to effectively zero after entering the metallic phase. The distinct dip in C in the region below T\(_c\) could be due to interfilament growth shorting isolated metallic regions.

We then attempted to model the time dependence of the resistance drift. We plotted resistance drift percent vs log(t), a dependence that would be expected for a system with a uniform distribution of energy barriers to transition [56]. This data is shown in Fig. 4.11. It is clear that below around 10\(^4\) s the trend shows significant nonlinearity. Above this time, the resistance shows nearly linear behavior with respect to log(t). This would indicate the at least two processes of relaxation occurring simultaneously with two distinct timescales. Fig. 4.12 shows an example data set (337 K) fit to both single and double exponential decay functions. The single decay function provided an R-square of 0.987 while the double decay function’s R-
square was 0.9995. This double decay model for resistance drift has also appeared in other phase change systems [57] [58].

Figure 4.11: The time dependence of the normalized resistance for several temperatures in the region of $T_c$. A clear non-linearity appears when plotted versus log(t) indicating the presence of multiple relaxation processes.
Figure 4.12: Time dependent resistance for the 337 K settling temperature fit with single and double exponential decay functions. The double decay function provides a superior (R-square > 0.995) fit for all measurements.

As fit quality will always increase by adding additional fitting parameters, it was necessary to justify the second exponential with some physical process. As we know the resistance should not only track the metallic domain population but also the domain geometry, it is reasonable to assume that the sample capacitance should track at least one of the relaxation processes. Fig. 4.13 shows the C vs time for 335 K. For all measurements error in C greatly outweighs the magnitude of the drift. Though this is an issue for determine the drift to a high accuracy, it is not uncommon in IS experiments to obtain signals with magnitude on the order of the measurement error. In these cases, a high measurement precision is assumed and many measurements are taken at each frequency to improve the extraction capability.
Figure 4.13: Extracted capacitances of the 335 K settling temperature overlaid with the fitting error margins for measurement accuracy.

Though the measurement accuracy for our samples is limited to a few fF, we can safely assume the measurement precision is a several orders of magnitude lower than this value, on the order of 0.1 fF (Fig. 4.14). This was confirmed by measuring a high-quality reference capacitor over a 5 hr timescale, which upon analysis showed a standard deviation 3 orders of magnitude below the basic accuracy. This was further confirmed by repeating the VO$_2$ impedance tracking measurement at a stable room temperature after a 24 hr settling period. These measurements showed no evidence of long timescale variation in either R or C, again with standard deviation much less than the basic accuracy.

With this in mind, we can fit the extracted values for C to an exponential decay function to determine the time dependent variation of this parameter without being able to determine the absolute magnitude of the transition within each range. This allows for comparison of the
timescale of relaxation in the capacitance to the secondary process extracted from the resistance fits.

![Figure 4.14: The same C data overlaid with the estimated fit precision. We can conclude our fits provide evidence of long-timescale decay in capacitance.](image)

The time dependent C values showed good agreement to the single decay model (R-square of 0.996 in the 323 K example, Fig. 4.15). In most cases C dropped 2-5% within the first hour of the measurement and showed very little time dependence after this period. The extracted time constants for all measurement are plotted in Fig. 4.16. \( t_1 \) and \( t_2 \) for the resistance fits show two clearly distinct and consistent timescales, with the first and second processes having timescales of \( \sim 10^2 - 10^3 \) s and \( \sim 10^4 - 10^5 \) s respectively. The extracted timescales for C are plotted in the same figure. The \( t_1 \) capacitance values clearly overlap with the first
resistance relaxation process for all temperatures. In most cases above $T_c$, the drift in $C$ was too small to obtain a meaningful fit and was therefore not included.

Figure 4.15: Time dependent capacitance of the 323 K settling temperature measurement fit to a single exponential decay function.
Figure 4.16: The fitted values for the R and C decay time constants for all settling temperatures. The t1 time constants for R and C show a very strong correlation, possibly indicating identical physical origins.

4.6. Discussion

The above analysis shows strong evidence for the existence of multiple relaxation processes in VO$_2$ films during the MIT. The longer timescale process affecting the transition has been studied previously and, as mentioned above, is generally attributed to the existence of a distribution of transition barriers.

Due to the lack of cooling capabilities, systematic measurements were not taken through heating cycles. In spite of this system limitation, a short series of heating runs were collected to very roughly gauge the time dependent behavior of R and C. Surprisingly, in both cooling and
heating cycles the capacitance decreases over the measurement period. This would suggest that the change in C is not controlled solely by the formation (or loss) of metallic domains, as this would cause heating and cooling cycles to have time dependencies of opposite signs. Instead, as the sample is settling at the setpoint temperature, the decrease in C is likely caused by the newly formed metallic domains coalescing into larger metallic regions, similar to Ostwald ripening [59]. This would have net effect of increasing the average domain separation and decreasing the total domain area, resulting in a decrease in capacitance. This process should be equally viable in cooling cycles where rutile metallic islands are transformed to insulating monoclinic regions separated by gradually decreasing volumes of metallic domains.

Regarding the resistance drift, it is obvious that a net increase of metallic regions in the sample would decrease the resistivity, but it is not as clear why the capacitance would be mostly unaffected. This could be related to the different distance scales defining capacitance and tunneling (which would be the primary transport mechanism in the interstitial regions). As the tunneling probability between metallic domains should be proportional to $e^{-x}$, the formation of very small domains between neighboring metallic islands would have a significant effect on transport probability while only minimally contributing to capacitance due to their small surface area. As many of the domains forming during the measurement period would be spaced far from the large metallic islands, they would have a low probability of merging with the larger regions, resulting in a stable increase of conductivity.

This measurement could be greatly improved by reducing the stray capacitance of the measurement set-up, as well as implementing proper cooling capabilities to allow for heating cycles to be executed with a full sample reset. There is no guarantee that the relaxation dynamics would match for both heating and cooling at all temperatures [60].
More generally it is interesting to note that while the long timescale resistance drift has been characterized by others for VO$_2$ thin films, and the necessity of fitting with two exponential decay functions has been described in other phase change materials, it seems that no other works have defined a relationship between the capacitance relaxation and first resistance relaxation process timescale. It may be the case that this is a universal relationship in metal-to-insulator transition materials.

In summary, we have collected time dependent impedance spectrums for thin films of VO$_2$ as they were kept at a series of highly stable temperatures after cooling from well above $T_c$. We justified using a parallel RC circuit model to fit these films. The drift in the extracted resistances was found to be defined by two relaxation processes of distinct timescales, one of which closely matches the timescale found in the drift of the sample capacitance. We proposed that the process trending with the capacitance drift is related to small metallic domains congregating into larger metallic islands in a process similar to Ostwald ripening. The second process is likely due to the random formation of metallic domains within the insulating interstitial regions due to the presence of a broad distribution of energy barriers to transition.
CHAPTER 5:
HIGH TEMPERATURE FERROMAGNETIC RESONANCE STUDIES OF
VO$_2$(110)/Ni$_{80}$Fe$_{20}$ HETEROSTRUCTURES

It has recently been shown that the magnetization relaxation properties of ferromagnetic materials can be significantly modified when deposited in multilayers with materials that undergo a phase change [61] [62] [63]. This has been described in detail for Ni$_{80}$Fe$_{20}$ (Permalloy, or Py) and Gd bilayer structures that have been cooled through the Gd Curie temperature to induce a paramagnetic-to-ferromagnetic phase transition. Ferromagnetic resonance (FMR) studies of these heterostructures showed clear temperature dependencies on the on gyromagnetic ratio ($\gamma$), effective magnetization ($M_{\text{eff}}$), and the effective Gilbert damping parameter ($\alpha_{\text{eff}}$). The modification of the damping is of particular interest here as the enhanced damping with decreasing temperature could be directly attributed to increased spin pumping into the Gd layer. In the Py/Gd system this spin pumping enhancement was linked to the decrease in the spin diffusion length ($\lambda_{\text{SD}}$) upon the FM transition as well as a peak in the spin mixing conductivity near the Gd Curie temperature.

As VO$_2$ shows a dramatic increase in conductivity ($10^{-1}$ to $10^{3}$ Ω$^{-1}$cm$^{-1}$) through the MIT, as well as sharp increase in the magnetic susceptibility at $T_c$, [21] we can reasonably suggest VO$_2$/Py bilayers as a candidate system for temperature dependent FMR studies. As the spin pumping contribution should be directly proportional to the spin mixing conductance [64](see
below), which should be enhanced dramatically upon the MIT [65], it could be reasonably predicted that the effective damping parameter should be modified upon the MIT.

In this chapter we describe the details of the broadband FMR system with a modified high temperature controller. We describe the deposition and characterization of a series of VO$_2$/Py bilayers with variable Py thickness to isolate effects due to interfacial origins. We then examine the temperature dependence of the linewidth broadening in the context of the spin pumping to determine if the VO$_2$ layer behaves as an effective spin sink in the metallic phase.

5.1. FMR Technique

The theoretical treatment of the magnetization dynamics of FM films begins with the Landau-Lifshitz-Gilbert (LLG) equation [66]

$$\frac{dM}{dt} = -\gamma' M \times H + \frac{\alpha M}{M_s} \times \frac{dM}{dt}$$

where $M$ is the film magnetization, $M_s$ is the saturation magnetization, $\gamma'$ is gyromagnetic ratio, and $H$ is the effective field, which is the sum of the external field from the electromagnet, the microwave field, and all anisotropy contributions. Kittel derived a general form for the resonance condition

$$\omega_0 = \gamma' \sqrt{[H_z + (N_y + N_y^e - N_x)M_z] \times [H_z + (N_x + N_x^e - N_z)M_x]}$$

where $N_y$ and $N_x$ are demagnetization factors (corresponding to the shape anisotropy) and $N_y^e$ and $N_x^e$ are effective demagnetization factors (determined from an equivalent field derived from
the magnetocrystalline anisotropy energy) [67]. This general form assumes a static magnetic field applied in the z-direction and an alternating microwave field in the x-direction.

The derivation of the FMR resonance condition was further simplified by Smit and Beljers [68]. Their formulation is also based on the LLG equation but does not require determination of demagnetization factors, which can be quite challenging to calculate for all but the simplest geometries. The resonance is given by

\[
\left( \frac{\omega}{\gamma} \right)^2 = \frac{1}{M_s \sin^2 \theta} \left[ \frac{\partial^2 F}{\partial \theta^2} \frac{\partial^2 F}{\partial \phi^2} - \left( \frac{\partial F}{\partial \theta \partial \phi} \right)^2 \right]
\]

where \( F \) is the free energy. For a thin film, \( \theta \) is the angle between the magnetization and film normal.

In this experiment, where we will be probing thin film systems with single FM layers in the in-plane geometry, our treatment simplifies greatly to the following form [69]

\[
f = \gamma' \sqrt{H_{res}(4\pi M_{eff} + H_{res})}
\]

where the effective magnetization is defined as

\[
4\pi M_{eff} = 4\pi M_s - \frac{2K_u}{M_s}
\]

where \( K_u \) is the uniaxial anisotropy term.

To model the magnetization relaxation we will be interpreting the frequency dependent linewidth following the Gilbert formulation
\[ \Delta H = \Delta H_0 + \frac{2 \alpha_{\text{eff}}}{\sqrt{3}} \gamma' f \]

where \( \Delta H_0 \) is the extrinsic damping term responsible for the zero-frequency linewidth and \( \alpha_{\text{eff}} \) is the effective Gilbert damping parameter generally dominated by intrinsic damping contributions, though also influenced by interfacial effects such as spin pumping, as described in the next section.

5.2. Spin Pumping

![Figure 5.1: A schematic of a spin pumping experiment, where the precession of the FM layer injects spin polarized current into neighboring metallic layers.](image)

Spin pumping is an interfacial magnetic relaxation effect [64] [71] where magnetic precession in the FM layer produces a spin current in neighboring metallic layers. The spin current can be produced in both normal metallic or magnetic layers, though FM spin sinks can exhibit enhanced damping characteristics due to the asymmetry in the DOS for majority and minority spin polarizations.

The spin pumping effect appears in the effective damping term as [64]
\[ \alpha_{eff} = \alpha_0 + \alpha' \]

where \( \alpha_0 \) is the intrinsic damping term and \( \alpha' \) is the spin pumping damping contribution. We can write this contribution as

\[ \alpha' = \frac{\hbar \gamma g^{11}}{4\pi M_s S t (1 + g^{11} \beta)} \]

where \( \hbar \) is the reduced Planck constant, \( g^{11} \) is the spin mixing conductivity, \( S \) is the cross-sectional area, \( t \) is the FM layer thickness, and \( \beta \) is the back-reflection factor. This back-reflection factor is defined as

\[ \beta = \frac{\tau_{SF} \delta_{SD}}{h} \coth \left( \frac{L}{\lambda_{SD}} \right) \]

where \( \tau_{SF} \) is the spin flip time, \( \delta_{SD} \) is the energy-level splitting factor, \( h \) is the Planck constant, \( L \) is the spin sink layer thickness, and \( \lambda_{SD} \) is the spin diffusion length [72].

From this theoretical treatment, we can expect a significant enhancement in the spin pumping damping contribution due to an increase in \( g^{11} \) as the VO\(_2\) moves from the insulating to metallic state [71]. If a net increase in the effective damping is seen upon the MIT, this spin pumping origin can be confirmed by repeating the analysis with an increasing series of Py thicknesses. As \( \alpha' \) is inversely proportional to the FM layer thickness, we can expect the effective damping enhancement to rapidly decline in heterostructures with increasingly thick FM layers.
5.3. FMR System Description

The resonance measurements were collected on broadband FMR system using a microwave source with a 1-65 GHz range. This wide frequency range is achieved with the use of a coplanar waveguide (CPW) sample mount. The CPW is impedance matched with the microwave cabling (50 Ω) to maximize the microwave power reaching the sample. The output of the waveguide is connected to a diode microwave detector which outputs a voltage proportional to the absorbed microwave energy.

The mounted sample and CPW is placed in within an electromagnet capable of providing a static field up to 20 kOe. A Helmholtz coil provides a small (5-10 Oe) alternating field parallel to the static field orientation driven by a lock-in amplifier. The microwave source is set to the desired frequency and the external field is slowly swept. As the field approaches the resonance value, the microwave power absorbed by the sample will increase, resulting in a voltage drop from the diode detector. This voltage is fed into the lock-in amplifier which outputs the derivative of the detector signal. The use of the lock-in amplifier, as compared to directly monitoring the diode voltage with a GPIB multimeter, is beneficial due to the highly effective noise reduction which is necessary to accurately monitor the very small microwave absorption from thin magnetic films.

Sample heating was controlled by a modified version of the custom low-overshoot heater described in Chapter 2. Changes to the standard design included replacing the metal Joule heater with a ceramic version without magnetic leads and removing the copper heater block, which was found to interfere with the impedance matching of the CPW. The diode thermometer was replaced with a standard K-type thermocouple. Thermal contact between the sample and ceramic
heater was improved with the use of silver based thermal grease. The removal of the copper heating block, along with the limited ability for thermal isolation of the sample due to space constriction within the electromagnet, resulted in increased temperature instability with fluctuations up to 2 K under non-ideal conditions. As the hysteretic VO$_2$ films are highly sensitive to temperature near $T_c$, this heater solution was not capable of accurate control within the transition region. Therefore, resonance measurements were conducted twice for each sample: once at room temperature and once at $\sim$385 K, far into the metallic state where fluctuations in temperature show little influence on the conductivity.

Figure 5.2: The components and basic design of the FMR system.
5.4. Sample Preparation and Methodology

Thin films of VO$_2$ were deposited on TiO$_2$ substrates with crystallographic orientation (110). The epitaxial quality of the films were confirmed with XRD measurements as shown in Chapter 3. XRR showed a film thickness averaging about 12 nm.

(110) substrates were chosen because they exhibited the lowest roughness (as compared to (100) and (001)) for all film thicknesses. In previous studies we had produced samples with a minimum roughness of 0.54 nm rms in very thin (110) films. By minimizing the growth rate with a reduced substrate temperature and precursor flux, along with a short 5 minute deposition time, we were able to consistently achieve films of 0.48 nm rms roughness. Detailed discussion of the VO$_2$ roughness calibration can be found in Chapter 3.

After CVD, the films were sputtered in the RASCAL magnetron sputtering system using high quality Py, Ru, and Al targets. In all samples a 3 nm Al capping layer was included to prevent oxidation of the Py layer upon removal from vacuum. After some initial test samples were produced and measured to determine the resonance quality, three separate film series were produced to systematically probe the spin pumping characteristics:

A: TiO$_2$/VO$_2$/Ru(3.3)/Py(6.5)/Al(3)

B. TiO$_2$/VO$_2$/Ru(2.3)/Py(t)/Al(3), where t = 4, 6, 10, 20 nm

C. TiO$_2$/VO$_2$/Py(t)/Al(3), where t = 6 and 20 nm

Ru was chosen as a seed layer for series A and B as it has been shown to enhance the Py quality when sputtering onto rough films. This step was found to only minimally contribute to the
resonance quality for our heterostructures as the FMR signal was of similar strength across all series.

5.5. Analysis

We first determined the transport characteristics of the heterostructures by performing a 4-point R(T) measurement on a representative sample: a Py(6) film from series B. As seen in Figure 5.3, dR/dT changes sign near the expected value of T_c. The VO_2 layer resistance contribution can be determined by treating the sample as a bilayer with the Ru/Py/Al stack connected in parallel with the VO_2 film. As the metallic stack shows an expected linear dependence on R with increasing temperature, this can be fit to extract the stack resistance at our measurement temperatures of 300 K and 385 K, then further applied in a parallel resistance model to solve for the VO_2 layer resistance.
Figure 5.3: Temperature dependent resistance of Py(6)/Ru(2.3)/VO$_2$ through the MIT. The VO$_2$ film resistance contribution is estimated with the use of a parallel model. The linear fit of the low temperature region was used to model the high temperature resistance of the Py layer. The distinct decrease in R near $T_c$ indicates the MIT is not inhibited by the additional sputtering steps.

We can confirm that the VO$_2$ resistance is on the order of $\sim 10^5$ for the 300 K measurement and drops to 65 $\Omega$ at 385 K. This result closely matches the temperature dependent resistivity measurements discussed in Chapter 3 and confirms that the VO$_2$ continues to show a $\sim 4$ order of magnitude MIT after sputtering additional layers on top of it.

Figure 5.4 presents the raw FMR resonance data for the series A sample. The clearly defined resonances seen in the figure were present in all measurements described in this chapter. The small shift in the field position as the temperature is increased to 385 K is expected given the temperature dependence on the $M_s$ of Py. Figure 5.5 shows the corresponding frequency dependent linewidth results. A very small (3.7%) systematic enhancement of the damping parameter is observed, which naively could be attributed to the enhancement of spin pumping.
Figure 5.4: Raw resonance curves from the series A sample. The shift in $H_{\text{res}}$ is expected due to the temperature dependence of $T_c$ in Py.

Figure 5.5: Series A effective damping parameters above and below the MIT

One should note that the extracted values of $\alpha$, 0.0135 and 0.0140, are significantly higher than the expected value for pure Py at room temperature ($\alpha \sim 0.007-0.008$) in both the pre
and post MIT measurements [73]. This would suggest that Ru is acting as an effective spin sink and is likely greatly limiting the magnitude of spin current reaching the VO$_2$ layer.

Figures 5.6 through 5.8 present the damping analysis for the 4, 6, and 20 nm Py films from series B, where the Ru seed layer is 2.3 nm. In all cases the damping has been reduced below the value seen in series A.

The back reflection ($\beta$) relation implies that for spin sinks where the spin diffusion length exceeds the film thickness we should have an elevated back reflection magnitude [74], resulting in a reduced $\alpha'$ contribution. As the layer thickness is increased, $\alpha'$ should likewise be enhanced. It has been reported by Behera, et.al. that the spin diffusion length in ruthenium is $\sim$14nm at 4 K and the authors suggest this should be of similar order for room temperature measurements [74]; other authors [63] have argued this value is greatly reduced near room temperature and should be in the 3-5 nm range. In either case, it could be reasoned that the increased back reflection term explains the lack of spin polarized current reaching the VO$_2$ layer. As the effective damping seems to be highly sensitive to the Ru thickness in these series, we can presume that the relaxation of spin current pumped into the Ru layer is the dominant mechanism contributing to the increased damping magnitude.

Furthermore, we see that when the Py thickness has become large (20 nm) the effective damping has returned to the values seen in pure Py. As the spin pumping contributions have been mostly removed due to the inverse thickness dependence of the effect, the small change in the damping between the room temperature and 385 K measurement can be attributed only to changes in the relaxation mechanisms intrinsic to Py. This thermal increase in magnetic relaxation has been reported by Zhao, et al who showed that the effective bulk damping parameter in pure Py films shows a nearly linear increasing trend with temperature [75] (Figure
5.9). Their trend would very roughly suggest a bulk damping parameter increase of ~0.0005-0.0006 between our two measurement temperatures, which shows consistency with the extracted effective damping parameters presented below. This small shift in the net effective damping due to the increase of the Py bulk damping factor could be seen in all samples in series A and B (excluding Py(4nm)). By subtracting out this contribution, we can see that in all samples with the Ru seed layer the spin pumping contribution to the effective damping shows no increase upon the MIT.

![Graph](image)

Figure 5.6: Series B, 4 nm effective damping parameters
Figure 5.7: Series B, 6 nm effective damping parameters

\[ \alpha = 0.0107 \pm 0.001 \]
\[ \alpha = 0.0116 \pm 0.001 \]

Figure 5.8: Series B, 20 nm effective damping parameters

\[ \alpha = 0.0077 \pm 0.001 \]
\[ \alpha = 0.0083 \pm 0.001 \]
Figure 5.9: Bulk damping parameters in Py exhibit a nearly linear dependence on temperature approaching room temperature. This increase in Py damping with heating can account for the variable damping parameters seen in the VO$_2$/Py(20) films where spin pumping should mostly be eliminated. [75]

In series C we have removed the Ru seed layer entirely. The effective damping analysis results are presented in Figures 5.10 and 5.11. We can see that for the Py(20nm) sample, the damping parameters exactly match the values shown for series B, including the small (~0.0006) enhancement to the damping parameter associated the temperature dependent bulk damping parameter of permalloy.

For the Py(6nm) film there is a clear decrease in the effective damping from the equivalent thickness sample in the B series. From this we can deduce that the Ru seed behaves more effectively as a spin sink as compared to the VO$_2$ layer. This is not surprising as the conductivity of VO$_2$ (110) in the metallic phase is $\sim 10^3 \, \Omega^{-1}\text{cm}^{-1}$ which is 2 orders of magnitude lower than for ruthenium ($1.4 \times 10^5 \, \Omega^{-1}\text{cm}^{-1}$).

We can now compare the effective damping parameters in the Py(6nm) film to see if the spin pumping is enhanced upon the MIT. As mentioned above we can correct for the enhanced
bulk Py damping by subtracting it from our 385 K damping parameter. After this correction is included we see an enhancement of the 385 K damping parameter of nearly 8% after transitioning from the insulating to metallic state. As this enhancement is clearly dependent on the Py film thickness, we can attribute this increase to spin pumping into the metallic VO₂ layer.

We can also note that in the room temperature measurement of the Py(6nm) sample the damping parameter does fully return to the pure bulk permalloy value. As has been suggested elsewhere in this work, VO₂ does not fully return to the insulating state at room temperature and will have many regions of sparsely populated metallic domains persist until well below 300 K. It is likely that the small damping enhancement is associated with spin pumping into these small metallic regions of the VO₂ layer.

![Graph showing effective damping parameters](image)

**300 K Parameters:**
\[ \gamma' = 2.998 \left( \frac{GHz}{kOe} \right) \text{[Fixed]} \]
\[ \alpha_{eff} = 0.00862 \pm 1.01007E-4 \]
\[ \Delta H_0 = 2 \pm 1 \text{[Oe]} \]

**385 K Parameters:**
\[ \gamma' = 2.979 \left( \frac{GHz}{kOe} \right) \text{[Fixed]} \]
\[ \alpha_{eff} = 0.00989 \pm 1.10397E-4 \]
\[ \Delta H_0 = 2 \pm 1 \text{[Oe]} \]

Figure 5.10: Series C, 6 nm effective damping parameters
Figure 5.11: Series C, 20 nm effective damping parameters

300 K Parameters:
\[ \gamma' = 2.983 \frac{GHz}{kOe} \] (Fixed)
\[ \alpha_{eff} = 0.00773 \pm 8.24655E-5 \]
\[ \Delta H_0 = 1 \pm 1 [\text{Oe}] \]

385 K Parameters:
\[ \gamma' = 2.996 \frac{GHz}{kOe} \] (Fixed)
\[ \alpha_{eff} = 0.00837 \pm 7.69888E-5 \]
\[ \Delta H_0 = 1 \pm 1 [\text{Oe}] \]

Figure 5.12: A summary of the damping results from series B and C after correcting for thermal effects.
5.6. Summary

In summary, we have produced three series of VO$_2$(110)/Ru(t)/Py(t)/Al(3) sputtered samples to determine the contributions to effective damping upon the MIT in VO$_2$. We showed that upon the MIT, the effective spin damping parameter shows an enhancement of 8% and can be directly attributed to increased spin pumping into the VO$_2$ film as it transitions into the metallic state. This temperature dependent damping enhancement associated to spin pumping is removed upon the insertion of a Ru seed layer between the Py and VO$_2$. All series with Ru seed layers show no temperature dependence in the damping upon correcting for thermal variation in the bulk Py damping factor.
CHAPTER 6:
LOW FREQUENCY NOISE SPECTROSCOPY OF THE METAL-TO-INSULATOR TRANSITION OF PATTERED VO₂ THIN FILMS

Low frequency (1/f) noise [76] [77] [78] spectroscopy has proven to be a useful tool in characterizing the dynamic electronic properties of many material systems including GMR and TMR reader devices [79], semiconductor materials [80], percolation networks [81], and a variety of strongly correlated electron systems. It has also been applied to probing film and interface quality in manufacturing applications.

As the MIT of VO₂ is characterized by the coexistence of metallic and insulating regions, with evidence for a broad distribution of energy barriers to transition (see Ch 4), the system is an ideal candidate for analysis with 1/f spectroscopy. When heating through the MIT, the random creation of metallic domains (forming percolative conductive channels through the film) leads to highly temperature dependent noise profiles [82] [83] [84]. By isolating transport along the crystallographic axes through Hall bar patterning, we can determine if the anisotropic conductivity measurements described in Chapter 3 extend to axis dependent noise features. By fitting the 1/f noise data to Hooge’s formula we can extract a noise factor, K, for all temperatures that should allow the selection of physical models for noise scaling behavior both before and after the MIT.

In this chapter, we describe the architecture of a home-built low frequency noise spectroscopy system and the software tools used in analyzing the collected spectrums. We describe a series of Hall bar patterned VO₂ films that allow for crystallographic isolation of the noise profiles. The resulting noise factors are shown to have distinct physical origins in the pre
and post transition states. Below $T_c$ the noise factor scales as $R^{-2}$ indicating the primary noise source as being thermal fluctuations within the isolated metallic domains. In the metallic regime the noise factor begins to scale as $R^{-3}$ which is possibly a feature of the strong electron-electron correlations modifying transport from a simple metallic like behavior.

6.1. System Description

Noise spectrums were collected using a home-built system diagrammed in Figure 6.1 [85]. The VO$_2$ samples (DUT) is mounted with thermal grease to the copper heating block of the LabView controlled low-overshoot heating system (described in Chapter 3) and bonded with a 4-contact configuration. A constant current source is used to probe the samples for all 1/f measurements, and is seen connected in parallel with the sample. The current source has a high output impedance (~100 MOhm) to minimize thermal noise contributions; as the source is connected in parallel with the DUT, the combined impedance should approximate the sample impedance when $R_{\text{Source}} \gg R_{\text{DUT}}$.

Two voltages signals are independently passed through a series of 0.03-100 kHz band pass filters to minimize noise power contributions outside our range of interest and further amplified with a pair of Par-113 low noise amplifiers with a net gain of 100,000x. The signals are then collected with a NI-6154 data acquisition card. This card is utilized due to its high sampling rate (250 kHz) and channel-to-channel isolation (no shared ground between channels).
Figure 6.1: The hardware components of the home-built 1/f noise spectroscopy system.

The DAQ then feeds the voltage signals through a custom LabView controller. This controller makes use of the cross-correlation method to extract the power spectrum associated only with the samples. For two continuous voltage signals, \(x(t)\) and \(y(t)\), we can define the cross-correlation as \([86]\)

\[
R_{xy}(\tau) = \int_{-\infty}^{\infty} x^*(t)y(t + \tau)dt
\]

where \(\tau\) is defined as the lag time and \(x^*(t)\) is the complex conjugate of \(x(t)\). From the Wiener-Khinchin theorem we can then relate this cross-correlation to the power spectral density

\[
S_{xy}(\omega) = \mathcal{F}[R_{xy}(\tau)]
\]

where \(\mathcal{F}\) is the Fourier transform function. The cross-correlation theorem states

\[
R_{xy}(\tau) = \mathcal{F}[x^*(t)y(t)]
\]
which allows the simplification of calculating the power spectrum to computing the Fourier transform of $x$ and $y$ independently then computing the cross correlation of the resulting functions

$$S_{xy}(\omega) = \mathcal{F}[x(t)]^* \mathcal{F}[y(t)]$$

By buffering our signal for a user defined period (generally 10s) we can apply the fast Fourier transform method (FFT) to calculate $\mathcal{F}$ for each channel. The calculated power spectrums are continuously averaged over several hours to increase the total measurement sensitivity, with a minimum of $\sim 10^{-20} \text{ V}^2/\text{Hz}$ over a 5 hour measurement period. The minimum frequency is controlled by the buffering time, and is defined as $f_{\text{min}} = \frac{1}{t_{\text{buffer}}}$. The maximum frequency is capped by the Nyquist limit as half the DAQ sampling frequency (125 kHz) though this can be further reduced with a low pass filter down sampler before the buffering stage.

To reduce external interference the measurement hardware is contained in a shielded steel cabinet. Within the cabinet the channel specific electronics are further isolated in individual metal boxes. Several modifications to the controller computer were required to allow the use of the available onboard PCI DAQ versus a more expensive USB capable card. Some of the modifications can be seen in Figure 6.2. The primary improvement in noise reduction came from the externalization of the AC to DC power supply. The power supply in the desktop is of a switched-mode type which produces significant RF interference when in close proximity to the unshielded pins of the DAQ before completing the analog to digital signal conversion. The power supply was removed from the computer casing and the component power supply cables were extended to $\sim 1\text{ m}$. The supply was placed in a steel container external to the measurement cabinet with the component power cabling fed through a braided copper sheath extending directly to the motherboard. The DAQ was further isolated from system components via the
installation of a thick copper plate in the adjacent card slot. These modifications reduced the 5 hour system sensitivity from $\sim 10^{-18} \text{ V}^2/\text{Hz}$ to $\sim 10^{-20} \text{ V}^2/\text{Hz}$ and reduced the 60 Hz interference peak by around 4 orders of magnitude.

Figure 6.2: Modifications made to the controller computer to limit noise contributed by the internal switched-mode power supply. The externalization of the supply reduced the system noise floor by two orders of magnitude.

6.2. Methodology

Thin films of VO$_2$ were grown onto TiO$_2$ substrates with the crystallographic orientations (100), (001), and (110). Details of the film growth and characterization of the samples used in this experiment can be found in chapters 2 and 3 respectively. Additionally, the (100) films were patterned via photolithography with a Hall bar mask to isolate transport along the a and c axes. The LabView interface features fully automated control of temperature and measurement parameters. For all samples, spectrums were collected at many temperatures between 300 K – 400 K with increased measurement density in temperatures near $T_c$ and were repeated for both
heating and cooling cycles. At every temperature step the temperature controller was allowed a 10-30 minute settling period to before beginning PSD collection. Both white noise spectrums (discussed below) and probing current spectrums were collected for every temperature, with currents varying from 0.5-10 μA. The data collection periods were 1 hour, which provided sufficient time dependent sensitivity at all sample impedances.

6.3. Analysis Method of 1/f Noise Parameters

Due to large file sizes (~31 MB, 2.5 million values per PSD) of the collected spectrums, the resulting white noise and current probed data was initially processed by a self-written MatLab program. The software first subtracts the zero current white noise spectrums from the current probed data to remove thermal noise, external interference, and other spurious contributions. The thermal noise (Johnson-Nyquist) has a frequency independent PSD given by

\[ S_V = 4k_B T R \]

and can further be used to extract the sample resistance for all measurements to normalize the PSD as

\[ \frac{S_V}{V^2} = \frac{S_R}{R^2} = \frac{S_V}{I^2 R^2} \]

The script then selects only the frequency range of interest, here selected to be 1-10 Hz, and fits this range to the Hooge empirical formula for 1/f noise: [76]

\[ \frac{S_V}{V^2} = \frac{\gamma}{n V f^\alpha} = \frac{K}{f^\alpha} \]

where \( \gamma \) is the Hooge parameter, \( n \) is the charge carrier density, \( V \) is the active volume, \( \alpha \) is the frequency exponent, and \( K \) is the noise factor. We can define \( V \) as the net sample volume through which current is carried, which should be distinct from the volume fraction of metallic
domains, as local percolative channels could allow for the majority of current to be carried in a small subset of the total metallic volume. This definition limits the capability of accurately determining $V$ through standard transport measurements. Similarly, the value $n$ is highly sensitive to the sample transition state and varies by as much as 4 orders of magnitude (from $\sim10^{19}$ to $10^{23}$ cm$^{-3}$) through the MIT [87]. As extraction of $\gamma$ would require precise measurements of both $V$ and $n$, we will use the noise factor $K$ as a general indicator of noise magnitude within our desired frequency range.

6.4. Noise Factors and Scaling

A representative selection of raw current probed noise spectrums are presented in Figure 6.3. This series comes from an a-axis isolated (100) sample during a heating cycle using a probing current of 1 $\mu$A. There is a clear bimodal grouping of the spectrums in the low frequency regime, with the total $1/f$ noise power increasing from room temperature to a maximum at $T_c$ then dropping by more than three orders of magnitude once achieving a fully metallic transition. The roll-off seen in all spectrums around $10^4$ Hz is due to system stray capacitance that only minimally contributes to a reduced noise power within the low frequency region; any minor contribution is removed by the initial white noise subtraction step described in the previous section. The outlying points seen around 60 Hz and its multiples are due to powerline interference that is not reduced during the cross-correlation step, but does not affect the analysis due to falling outside the selected frequency range. The large peaks at $\sim30$kHz are due to fluorescent light ballasts in adjacent laboratories.
Figure 6.3: Raw output data from the noise spectroscopy system in the full frequency measurement range. The overall noise power for samples drops after the MIT, which is attributed to the reduction of Johnson-Nyquist thermal noise when the sample resistance decreases.

Figure 6.4: Normalized 1/f noise profiles for a wide range of measurement temperatures. After normalization, there is a clear pattern of increasing noise power factor as the film transitions to the rutile metallic state.
The same data series is shown in Figure 6.4 after being processed for analysis. The normalization procedure produces another bimodal grouping of spectrums with a smooth transition in increasing noise factor as the sample undergoes the MIT through heating. The results of the noise factor analysis for all un-patterned samples is summarized in Figure 6.5. For all crystallographic orientations (and for both heating and cooling cycles) the noise factor is mostly stable in the fully insulating or metallic state, smoothly transitioning by 3-4 orders of magnitude within the proximity of $T_c$. The lack of an extended stable region of $K$ for the insulating states of (100) and (110) are further evidence for the existence of persistent metallic domains down to room temperature. The $K$ values stabilize quickly after the sample reaches $T_c$ as the majority of conduction will occur within a small volume of percolative metallic channels that will dominate the overall noise profile. The frequency exponent, $\alpha$, is near 1 for most measurements and generally falls between 0.8 and 2.

Figure 6.5: The temperature dependence of the noise factor for (001), (100), and (110) film orientations.
As we know the VO₂ film resistance falls by 3-4 orders of magnitude from the insulating to metallic state while the noise factor seems to follow an inverse trend, it is reasonable to suggest that the noise power should have some consistent scaling behavior with the resistance. As we also know that the axis specific conductivity (shown in Figure 6.6 for a (100) patterned film) shows anisotropic characteristics it should be relevant to compare the noise scaling properties along the isolated axes to determine if the underlying noise mechanisms are independent in origin.

Figure 6.6: R(T) data for patterned (100) VO₂ exhibits a clear transport anisotropy, with the Tₖ of the cₖ axis shifted to higher temperature in both heating and cooling cycles.

It is common for 1/f noise from a wide variety of transport mechanisms (ballistic and diffusive transport, mobility fluctuations) to produce clear power law scaling behavior [88]. Explicitly we should be able to easily fit 1/f data to the form

\[ K \propto R^n \]

where we will extract a consistent value for the scaling exponent, n, when the transport noise mechanism is unchanged. In Figure 6.7 this scaling relationship is explored by tracking the ratio of log(K) to log(R) through the MIT. From this plot we can see that in the insulating state the
scaling exponent is very close to -2 while in the metallic region this decreases to approximately -3.

![Graph showing log(K/R) ratio]

Figure 6.7: The ratio of log(K/R) shows nearly identical values in the metallic and insulating states for both axes. This would suggest that 1/f noise is fundamental to the transitional state of the sample. Due to the differing resistance scaling, we can argue that the 1/f noise arises from distinct physical origins in the rutile and monoclinic regimes.

The R^2 scaling behavior in the insulating state is consistent with models for the normalized power spectrums caused by thermal fluctuations. This can be shown to follow the relationship [89]

\[ \frac{S_\nu}{V^2} \propto \left( \frac{1}{R \delta T} \right)^2 \]

In this model the total sample resistance is dominated by the insulating matrix while the derivative term is governed by the large resistance fluctuations caused by the unstable production
of metallic domains due to thermal variations within the sample, likely from a variety of mechanisms including avalanche breakdown and localized domain heating due to current crowding [90] [91]. In comparison, the $R^{-3}$ scaling shown in the metallic state follows no well-known noise scaling behavior. This is likely due to the limitations of modeling the rutile VO$_2$ as a Drude-like metal, as the short mean free [92] path, on the order of the lattice constant, suggests a bad-metal like behavior in transport [93].

Regardless of the physical origins of the metallic scaling exponent, it is clear that the noise power scaling is consistent in both the a and c axes in our patterned films. This suggests that while the asymmetry in the conductivity, which derives from the dimerization of the vanadium atoms along the c axis, produces different transition magnitudes along each axis, the underlying noise mechanisms are consistent along both axes and for all crystallographic orientations.
In this work, we have presented the details of dynamic transport characterization experiments of epitaxial VO$_2$ thin films grown onto rutile TiO$_2$ (100), (110), and (001) substrates. These films were deposited using a home-built LPCVD system described in Chapter 2. For 1/f noise spectroscopy experiments these films were patterned into Hall bars using photolithography techniques. For FMR spin pumping experiments our films were further deposited with Py and Ru using the in-house RASCAL magnetron sputtering system to create FM heterostructures devices.

In Chapter 4, we collected time dependent impedance spectrums for thin films of VO$_2$ as they were kept at a series of highly stable temperatures after cooling from well above T$_c$. We justified using a parallel RC circuit model to fit these films. The drift in the extracted resistances was found to be defined by two relaxation processes of distinct timescales, one of which closely matches the timescale found in the drift of the sample capacitance. We proposed that the process trending with the capacitance drift is related to small metallic domains congregating into larger metallic islands in a process similar to Ostwald ripening. The second process is likely due to the random formation of metallic domains within the insulating interstitial regions due to the presence of a broad distribution of energy barriers to transition.

In Chapter 5, we performed a series of temperature dependent FMR spin pumping experiments on VO$_2$/Ru/Py heterostructures. We showed that upon the MIT, the effective spin
damping parameter exhibits an enhancement of 8% and can be directly attributed to increased spin pumping into the VO$_2$ film as it transitions into the metallic state. This temperature dependent damping enhancement associated to spin pumping was removed upon the insertion of a Ru seed layer between the Py and VO$_2$. All series with Ru seed layers showed no temperature dependence in the damping upon correcting for thermal variation in the bulk Py damping factor.

In Chapter 6, we probed the 1/f noise profile along the isolated a$_r$ and c$_r$ axes of VO$_2$ (100) using Hall bar patterned films. We showed that while standard DC transport measurements show some degree of transport anisotropy, likely due to the V-V dimerization directed along the c$_r$ axis, our 1/f measurements did not display unique noise profiles for each orientation. More generally we showed that the pre-MIT film state is characterized by an R$^{-2}$ noise scaling that indicates an origin of thermal fluctuations within the sparsely populated metallic domains. The fully rutile metallic regime is characterized by a unique R$^{-3}$ scaling indicative of the bad-metal nature of metallic VO$_2$. 
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APPENDIX

Below is a copy of the United States patent “Magnetic Reader Having a Nonmagnetic Insertion Layer for the Pinning Layer” filed on June 26, 2015 and granted December 12, 2017 [22]. This describes a TMR magnetic reader stack modification that was designed and characterized while working as an intern at the Western Digital Corporation in Fremont, CA within their Reader Design group. The reader stacks were characterized on a home-built CPW based FMR system (similar in design to the system utilized in Chapter 5) for which I wrote both the controller software and MATLAB based analysis tools.
MAGNETIC READER HAVING A NONMAGNETIC INSERTION LAYER FOR THE PINNING LAYER

Applicant: Western Digital (Freemont), LLC, Freemont, CA (US)

Inventors: Joshua Jones, Hoover, AL (US); Christian Kaiser, San Jose, CA (US); Yuankai Zheng, Freemont, CA (US); Quanwen Leng, Palo Alto, CA (US)

Assignee: Western Digital (Freemont), LLC, Freemont, CA (US)

Abstract

A method and system provide a magnetic read apparatus. The magnetic read apparatus includes a read sensor. The read sensor includes a pinning layer, a nonmagnetic insertion layer and a pinned layer. The nonmagnetic insertion layer has a location selected from a first location and a second location. The first location is between the pinned layer and the pinning layer. The second location is within the pinning layer.
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MAGNETIC READER HAVING A NONMAGNETIC INSERTION LAYER FOR THE PINNING LAYER

BACKGROUND

FIG. 1 depicts an air-bearing surface (ABS) view of a conventional magnetic read transducer used in magnetic recording technology applications. The conventional read transducer 10 includes shields 12 and 18, isolator 14, magnetic bias structures 16, and sensor 20. The read sensor 20 is typically a giant magnetoresistive (GMR) sensor or tunneling magnetoresistive (TMR) sensor. The read sensor 20 includes an antiferromagnetic (AFM) layer 22, a pinned layer 24, a nonmagnetic spacer layer 26, and a free layer 28. Also shown is a capping layer 30. In addition, seed layer(s) may be used. The free layer 28 has a magnetization sensitive to an external magnetic field. Thus, the free layer 28 functions as a sensor layer for the magnetoresistive sensor 20. If the sensor 20 is to be used in a current perpendicular to plane (CPP) configuration, then current is driven in a direction substantially perpendicular to the plane of the layers 22, 24, 26, and 28. Conversely, in a current-in-plane (CIP) configuration, then conductive leads (not shown) would be provided on the magnetic bias structures 16. The magnetic bias structures 16 are used to magnetically bias the free layer 28. The pinned layer 26 adjoins, or shares an interface, with the AFM layer 22. This allows for the pinned layer 26 magnetic moment to be exchange coupled with the magnetic moments AFM layer 22. Consequently, the pinned layer magnetic moment is fixed, or pinned, using the AFM layer 22.

Although the conventional transducer 10 functions, there are drawbacks. In particular, the read sensor 20 may be subject to noise. For example, there may be instabilities in the coercivity of the pinned layer magnetic moment with respect to the free layer magnetic moment. The conventional read sensor 20 may not thus adequately read high density media.

BRIEF DESCRIPTION OF SEVERAL VIEWS OF THE DRAWINGS

FIG. 1 depicts an ABS view of a conventional magnetic recording read transducer.

FIGS. 2A-2B depict side and ABS views of an exemplary embodiment of a portion of a magnetic read apparatus.

FIG. 3A-3B are graphs depicting the magnetic moment versus field and the ratio of the exchange field to the coercivity of the pinned layer versus thickness of the magnetic insertion layer.

FIG. 4 depicts another exemplary embodiment of a portion of a magnetic read sensor.

FIG. 5 depicts another exemplary embodiment of a portion of a magnetic read sensor.

FIG. 7 is flow chart depicting an exemplary embodiment of a method for providing a magnetic recording read apparatus.

FIG. 8 is flow chart depicting another exemplary embodiment of a method for providing a magnetic recording read transducer.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

FIGS. 2A-2B depict side and ABS views of an exemplary embodiment of a portion of a magnetic recording apparatus.
140 may be at least one Angstrom and not more than five Angstroms in some embodiments. For example, the thickness of the nonmagnetic insertion layer 140 may be at least one Angstrom and not more than three Angstroms. The nonmagnetic insertion layer 140 may thus be a dusting layer. In some embodiments, the nonmagnetic insertion layer 140 may be discontinuous.

The nonmagnetic insertion layer 140 is configured to affect the magnetic coupling between the pinning layer 130 and the pinned layer 150. This effect may be seen in FIGS. 3A-3B. FIGS. 3A and 3B are graphs 200 and 210, respectively, depicting the magnetic moment versus field for the pinned layer 150 and the ratio of the exchange field to the coercivity versus the thickness of the insertion layer 140. FIGS. 3A-3B are not to scale and are for explanatory purposes only. Thus, actual data is not meant to be represented in the graphs 200 and 210.

As can be seen in FIG. 3A, the magnetic moment of the pinned layer 150 exhibits a hysteresis loop 202 with respect to magnetic field. The hysteresis loop 202 is shifted from being centered at zero applied magnetic field because of the magnetic coupling between the pinning layer 130 and the pinned layer 150. The shift in the center of the hysteresis loop is the exchange field, Hex, due to the coupling between the pinning layer 130 and the pinned layer 150. The coercivity, Hc, relates to the applied field which will cause the magnetic moment of the pinned layer 150 to go to zero as part of a transition from a positive moment to a negative moment or vice versa. Because the hysteresis loop is shifted, the coercivity is based on the width of the loop 202 (2Hc-width of loop). The coercivity is a measure of the fraction of unstable grains in the pinning layer 130.

The ratio of the exchange field to the coercivity (Hex/Hc) may be considered both a measure of the strength and stability of the magnetic coupling between the pinning layer 130 and the pinned layer 150 and a measure of the fraction of unstable grains in the pinning layer 130. As can be seen in the graph 210 of FIG. 3B, the use of the nonmagnetic insertion layer 140 changes this ratio. Curves 212, 214 and 216 depict the ratio Hex/Hc versus insertion layer thickness for various materials. Note that a zero thickness for the nonmagnetic insertion layer 140 means that no nonmagnetic insertion material is present. Thus, the curves 212, 214 and 216 meet at a zero insertion layer thickness. Curve 212 is the generally expected result of adding the nonmagnetic insertion layer 140, particularly between the pinned layer 150 and the pinning layer 130. The material corresponding to the curve 212, the presence of any nonmagnetic material reduces the exchange coupling. Such a curve is typical for the insertion of a nonmagnetic material between the layers 130 and 150. Thus, for most materials, the relationship between insertion layer thickness and Hex/Hc would follow the curve 212. Curves 214 and 216, in contrast, indicate that the ratio of Hex to Hc may actually increase for small thicknesses of certain materials. For some such materials, the exchange field may increase for small thicknesses (e.g., less than ten Angstroms) while the coercivity decreases or remains constant. Alternatively, the coercivity may decrease and the exchange field may be constant for the small thicknesses. Other combinations of possibilities result in a maximum in Hex/Hc that occurs at a nonzero thickness of the nonmagnetic insertion layer 140. Thus, for appropriate selection of materials and location, Hex/Hc increases or remains constant for nonzero insertion layer thicknesses. Materials such as Ag, Mg, Mo, Ir, Pt, Cr, Ti, Si, C, Al, Ru, and/or Au used as the insertion layer allow for an increase (or constant) Hex/Hc for the pinned layer 150 and pinning layer 130 at small thicknesses of nonmagnetic insertion layer. For larger thicknesses of the nonmagnetic insertion layer 140, the magnetic coupling between the layers 130 and 150 decreases. Thus, the nonmagnetic insertion layer 140 is configured such that the Hex/Hc for the pinned layer 150 has a maximum for a nonzero thickness of the insertion layer 140. Stated differently, the nonmagnetic insertion layer 140 is configured such that Hex/Hc increases or remains constant for some small thicknesses of the nonmagnetic insertion layer 140.

It is believed that the nonmagnetic insertion layer 140 operates in the following manner. However, the benefits and use of the magnetic devices described herein are independent of a particular physical mechanism. Because the nonmagnetic insertion layer 140 is thin and may be made of particular materials, it is believed that the materials in the nonmagnetic insertion layer 140 migrate to the grain boundaries of the grains of the pinning layer 140 during fabrication. Thus, although depicted as a single layer, the nonmagnetic insertion layer 140 may be discontinuous or reside only in certain areas (e.g., grain boundaries at and near the interface of the pinning layer 130. The presence of the nonmagnetic insertion layer 140 at a grain boundary of smaller, less stable grains may decrease these grains from the pinned layer 150. Thus, if the magnetic moment of the pinned layer 150 switches direction, the less stable grains of the pinning layer 130 may be less likely to change direction. Thus, these less stable grains are less likely to provide a magnetic bias in a direction opposite to the desired direction of magnetization. The pinned layer 150 magnetic moment may more readily return to the desired direction. The coercivity of the pinned layer 150 may thus be reduced. The stability of the magnetic moment of the pinned layer 150 may be enhanced. Stated differently, the coupling between the pinning layer 130 and the pinned layer 150 that pins the magnetic moment of the pinned layer 150 in the desired direction may be improved.

Regardless of the physical mechanism, the ratio of the exchange field and the coercivity may be improved. Consequently, the stability of the coupling between the pinning layer 150 and the pinned layer 150 may thus be enhanced. Noise due to instabilities in the magnetic moment of the pinned layer 150 may thus be removed. Performance of the magnetic device may thereby be improved.

FIG. 4 depicts another embodiment of a magnetic read sensor 120. For clarity, FIG. 4 is not to scale. The read sensor 120 includes a pinning/AFM layer 130, a nonmagnetic insertion layer 140, a pinned layer 150, a nonmagnetic spacer or tunneling barrier layer 160 and a free layer 170 that are analogous to the a pinning/AFM layer 130, the nonmagnetic insertion layer 140, the pinned layer 150, the nonmagnetic spacer or tunneling barrier layer 160 and the free layer 170 that are part of the magnetic recording apparatus 100. Thus, the components 120, 130, 140, 150, 160 and 170 have a similar structure and function to the components 120, 130, 140, 150, 160 and 170, respectively, depicted in FIGS. 2A-2D. Thus, the nonmagnetic insertion layer 140 is configured such that Hex/Hc increases or remains constant for some small thicknesses of the nonmagnetic insertion layer.
In some embodiments, the nonmagnetic insertion layer 140 may also be a thickness of not more than five Angstroms. In such embodiments, the thickness of the nonmagnetic insertion layer 140 may be not more than three Angstroms. The nonmagnetic insertion layer 140 may also have a thickness of at least one Angstrom.

In the embodiment shown in FIG. 5, the nonmagnetic insertion layer 140 is explicitly discontinuous. In some embodiments, the nonmagnetic insertion layer 140 at least one Angstrom thick. Other thicknesses are, however, possible. In the embodiment shown, the nonmagnetic insertion layer 140 is in the first location between the pinned layer 150 and the pinning layer 130. Also in the embodiment shown, the nonmagnetic insertion layer 140 shares interfaces with the pinning layer 130 and an opposite interface with the pinned layer 150. Note that in some embodiments, the nonmagnetic insertion layer 140 may reside at the grain boundaries of the pinning layer 130. Thus, the top surface of the nonmagnetic insertion layer 140 may be substantially coplanar with the top surface of the pinning layer 130. The nonmagnetic insertion layer 140 is, however, still considered to be at the first location between the pinned layer 150 and the pinning layer 130. In another embodiment, the nonmagnetic insertion layer 140 might be located within the pinning layer 130.

The read sensor 120 shares the benefits of the read sensor 120. The use of the nonmagnetic insertion layer 140 may allow for a maximum in the Hex/HEP for nonzero thicknesses of the nonmagnetic insertion layer 140. Thus, the coupling between the pinning layer 130 and pinned layer 150 may be improved. The improved stability in the coupling between the pinned layer 150 and the pinning layer 130 may reduce noise during operation of the read sensor 120.

FIG. 6 depicts another embodiment of a magnetic read sensor 120. For clarity, FIG. 6 is not to scale. The read sensor 120 may be part of a read transducer and/or magnetic recording apparatus such as the read transducer 110 and magnetic recording apparatus 100. The transducer of which the read sensor 120 may be a part is part of a disk drive having a media, a slider and the head coupled with the slider. The read sensor 120 corresponds to the read sensor(s) 120 and/or 120. Consequently, analogous components are labeled similarly. For example, the read sensor 120 includes a pinning/AFM layer 130, a nonmagnetic insertion layer 140, a pinned layer 150, a nonmagnetic spacer or tunneling barrier layer 160 and the free layer 170. The free layer 170 that are analogous to the a pinning/AFM layer 130, the nonmagnetic insertion layer 140, the pinned layer 150, the nonmagnetic spacer or tunneling barrier layer 160 and the free layer 170 that are part of the read sensor 120 and thus part of the magnetic recording apparatus 100. Thus, the components 120, 130, 140, 150, 160 and 170 have a similar structure and function to the components 120, 130, 140, 150, 160 and 170, respectively. In some embodiments, the nonmagnetic insertion layer 140 is configured such that the Hex/HEP increases or remains constant for some small thicknesses of the nonmagnetic insertion layer 140. In some embodiments, the nonmagnetic insertion layer 140 includes at least one of Ag, Mg, Mn, Ir, Pt, Cr, Ti, Si, C, Al, Ru and/or Au. The nonmagnetic insertion layer 140 may also be desired to be thin. The nonmagnetic insertion layer 140 may have a thickness of not more than five Angstroms. In some such embodiments, the thickness of the nonmagnetic insertion layer 140 may be not more than three Angstroms. The nonmagnetic insertion layer 140 may also have a thickness of at least one Angstrom. In the embodiment shown in FIG. 5, the read sensor 120 includes a nonmagnetic layer 180 and a reference layer 190. The nonmagnetic layer 180 is conductive and may include a material such as Ru. The reference layer 190 is ferromagnetic and may include sublayers. The reference layer 190 and the pinned layer 150 are coupled through the nonmagnetic layer 180. For example, the coupling may be an RKKY coupling. Thus, the layers 150, 180 and 190 form a synthetic antiferromagnet (SAF).

The read sensor 120 shares the benefits of the read sensor(s) 120. The use of the nonmagnetic insertion layer 140 may allow for a maximum in the Hex/HEP for nonzero thicknesses of the nonmagnetic insertion layer 140. Thus, the coupling between the pinning layer 130 and pinned layer 150 may be improved. The improved stability in the coupling between the pinned layer 150 and the pinning layer 130 may reduce noise during operation of the read sensor 120.

FIG. 6 depicts another embodiment of a magnetic read sensor 120. For clarity, FIG. 6 is not to scale. The read sensor 120 may be part of a read transducer and/or magnetic recording apparatus such as the read transducer 110 and magnetic recording apparatus 100. The transducer of which the read sensor 120 may be a part is part of a disk drive having a media, a slider and the head coupled with the slider. The read sensor 120 corresponds to the read sensor(s) 120, 120 and/or 120. Consequently, analogous components are labeled similarly. For example, the read sensor 120 includes a pinning/AFM layer 130, a nonmagnetic insertion layer 140, a pinned layer 150, a nonmagnetic spacer or tunneling barrier layer 160 and a free layer 170 that are analogous to the a pinning/AFM layer 130, the nonmagnetic insertion layer 140, the pinned layer 150, the nonmagnetic spacer or tunneling barrier layer 160 and the free layer 170 that are part of the read sensor 120 and thus part of the magnetic recording apparatus 100. Thus, the components 120, 130, 140, 150, 160 and 170 have a similar structure and function to the components 120, 130, 140, 150, 160 and 170, respectively. In some embodiments, the nonmagnetic insertion layer 140 is configured such that the Hex/HEP increases or remains constant for some small thicknesses of the nonmagnetic insertion layer 140. In some embodiments, the nonmagnetic insertion layer 140 includes at least one of Ag, Mg, Mn, Ir, Pt, Cr, Ti, Si, C, Al, Ru and/or Au. The nonmagnetic insertion layer 140 may also be desired to be thin. The nonmagnetic insertion layer 140 may have a thickness of not more than five Angstroms. In some such embodiments, the thickness of the nonmagnetic insertion layer 140 may be not more than three Angstroms. The nonmagnetic insertion layer 140 may also have a thickness of at least one Angstrom. In the embodiment shown in FIG. 5, the read sensor 120 includes a nonmagnetic layer 180 and a reference layer 190. The nonmagnetic layer 180 is conductive and may include a material such as Ru. The reference layer 190 is ferromagnetic and may include sublayers. The reference layer 190 and the pinned layer 150 are coupled through the nonmagnetic layer 180. For example, the coupling may be an RKKY coupling. Thus, the layers 150, 180 and 190 form a synthetic antiferromagnet (SAF).

The read sensor 120 shares the benefits of the read sensor(s) 120. The use of the nonmagnetic insertion layer 140 may allow for a maximum in the Hex/HEP for nonzero thicknesses of the nonmagnetic insertion layer 140. Thus, the coupling between the pinning layer 130 and pinned layer 150 may be improved. The improved stability in the coupling between the pinned layer 150 and the pinning layer 130 may reduce noise during operation of the read sensor 120.

FIG. 6 depicts another embodiment of a magnetic read sensor 120. For clarity, FIG. 6 is not to scale. The read sensor 120 may be part of a read transducer and/or magnetic recording apparatus such as the read transducer 110 and magnetic recording apparatus 100. The transducer of which the read sensor 120 may be a part is part of a disk drive having a media, a slider and the head coupled with the slider. The read sensor 120 corresponds to the read sensor(s) 120, 120 and/or 120. Consequently, analogous components are labeled similarly. For example, the read sensor 120 includes a pinning/AFM layer 130, a nonmagnetic insertion layer 140, a pinned layer 150, a nonmagnetic spacer or tunneling barrier layer 160 and a free layer 170 that are analogous to the a pinning/AFM layer 130, the nonmagnetic insertion layer 140, the pinned layer 150, the nonmagnetic spacer or tunneling barrier layer 160 and the free layer 170 that are part of the read sensor 120 and thus part of the magnetic recording apparatus 100. Thus, the components 120, 130, 140, 150, 160 and 170 have a similar structure and function to the components 120, 130, 140, 150, 160 and 170, respectively. In some embodiments, the nonmagnetic insertion layer 140 is configured such that the Hex/HEP increases or remains constant for some small thicknesses of the nonmagnetic insertion layer 140. In some embodiments, the nonmagnetic insertion layer 140 includes at least one of Ag, Mg, Mn, Ir, Pt, Cr, Ti, Si, C, Al, Ru and/or Au. The nonmagnetic insertion layer 140 may also be desired to be thin. The nonmagnetic insertion layer 140 may have a thickness of not more than five Angstroms. In some such embodiments, the thickness of the nonmagnetic insertion layer 140 may be not more than three Angstroms. The nonmagnetic insertion layer 140 may also have a thickness of at least one Angstrom. In the embodiment shown in FIG. 5, the read sensor 120 includes a nonmagnetic layer 180 and a reference layer 190. The nonmagnetic layer 180 is conductive and may include a material such as Ru. The reference layer 190 is ferromagnetic and may include sublayers. The reference layer 190 and the pinned layer 150 are coupled through the nonmagnetic layer 180. For example, the coupling may be an RKKY coupling. Thus, the layers 150, 180 and 190 form a synthetic antiferromagnet (SAF).

The read sensor 120 shares the benefits of the read sensor(s) 120. The use of the nonmagnetic insertion layer 140 may allow for a maximum in the Hex/HEP for nonzero thicknesses of the nonmagnetic insertion layer 140. Thus, the coupling between the pinning layer 130 and pinned layer 150 may be improved. The improved stability in the coupling between the pinned layer 150 and the pinning layer 130 may reduce noise during operation of the read sensor 120.
In the embodiment shown in FIG. 6, the nonmagnetic insertion layer 140/140" is explicitly within the pinning layer 130. Thus the pinning layer 130 includes a pinning layer A 132 and a pinning layer 134 between which is the nonmagnetic insertion layer 140/140". Although depicted as midway through the pinning layer 130, the nonmagnetic 5 insertion layer 140/140" may reside elsewhere. For example, the nonmagnetic insertion layer 140/140" may be closer to the interface between the layers 130 and 150' than to the bottom surface of the pinning layer 130. Further, even if the nonmagnetic insertion layer 140/140" is deposited in the middle of the AFM layer 130 as shown, the nonmagnetic insertion layer 140/140" may migrate during fabrication of the read sensor 120. Thus, the nonmagnetic insertion layer 140/140" may be closer to the pinned layer 150 and may or may not be continuous.

The read sensor 120" shares the benefits of the read sensor(s) 120/120/120. The use of the nonmagnetic insertion layer 140/140" allows for a maximum in the Nv/Hv for nanoscale thicknesses of the nonmagnetic insertion layer 140/140". Thus, the coupling between the pinning layer 130 and pinned layer 150 may be improved. The improved stability in the coupling between the pinned layer 150 and the pinning layer 130 may reduce noise during operation of the read sensor 120.

The read sensors 120, 120", 120' and 120" have been shown in various configurations to highlight particular features, such as differences in geometries. One of ordinary skill in the art will readily recognize that two or more of these features may be combined in various manners consistent with the method and system described herein that are not explicitly depicted in the drawings.

FIG. 7 is an exemplary embodiment of a method 300 for providing a read transducer. For simplicity, some steps may be omitted, interleaved, combined, have multiple substeps and/or performed in another order unless otherwise specified. The method 300 is described in the context of providing a magnetic recording apparatus 100, transducer 110 and read sensor 100. However, the method 300 may be used in fabricating the read sensor 120, 120", 120' and 120". The method 300 may be used to fabricate multiple magnetic read heads at substantially the same time. The method 300 may also be used to fabricate other magnetic recording transducers. The method 300 is also described in the context of particular layers. A particular layer may include multiple materials and/or multiple sub-layers. The method 300 is described in the context of a disk drive. However, the method may be used in other applications employing a magnetoresistive and bias structures. The method 300 also may start after formation of other portions of the magnetic recording transducer.

The bottom shield 112 is provided, via step 302. Step 302 may include depositing a magnetic material, such as NiFe and patterning the shield.

The read sensor 120 is provided, via step 304. Step 304 may include depositing a stack of layers for the read sensor 120 and defining the read sensor in the cross-track and stripe height directions. Further, the nonmagnetic insertion layer 140 is provided in the first or second location. Thus, the nonmagnetic insertion layer 140 may be placed between the pinned layer 150 and the pinning layer 130 or may be placed within the AFM. Thus, the read sensor 120, 120", 120' and 120" may be provided.

The side bias structures 118 are provided, via step 306. Step 306 is performed after the read sensor 120 is defined in the cross-track direction. Thus, at least part of step 304 is performed before step 306. Step 306 may include depositing the insulating layer 116, depositing the material(s) for the magnetic bias structures 118 and depositing a top nonmagnetic layer. A null step and planarization, such as a chemical mechanical planarization (CMP) may also be performed.

The top shield 114 is provided, via step 308. Step 208 may include depositing, planarizing and patterning a top magnetic layer, such as a NiFe layer.

Using the method 300, the transducer 110 and the read sensor 120, 120", 120' and 120" may be fabricated. Thus, the benefits of one or more of the read sensor 120, 120", 120' and 120" may be achieved. Consequently, performance of the magnetic recording apparatus may be improved.

FIG. 8 is an exemplary embodiment of a method 310 for providing a read sensor such as the read sensor 120, 120", 120' and 120". For simplicity, some steps may be omitted, interleaved, combined, have multiple substeps and/or performed in another order unless otherwise specified. The method 310 is described in the context of providing a magnetic recording disk drive 100 and transducer 110. However, the method 310 may be used in fabricating another magnetic recording device. The method 310 may be used to fabricate multiple magnetic read sensors at substantially the same time. The method 310 is also described in the context of particular layers. A particular layer may include multiple materials and/or multiple sub-layers.

The pinning layer 130/130" is deposited, via step 312. Step 312 may include heating the substrate such that the materials for the pinning layer are deposited above the ambient temperature. For example, the FeMn or other AFM used for the pinning layer 130/130" may be deposited above room temperature.

The nonmagnetic insertion layer 140/140" is provided via step 314. Step 314 may include controlling the temperature of the substrate. Thus, the substrate may be heated such that the material(s) for the nonmagnetic insertion layer are deposited at a temperature above the ambient temperature. For example, the nonmagnetic insertion layer 140/140" may be deposited above room temperature. In such embodiments, the atoms for the nonmagnetic insertion layer 140/140" may be more mobile. These atoms may more readily migrate, for example to grain boundaries of the pinning layer 130/130". In other embodiments, step 314 may include cooling the substrate such that the nonmagnetic insertion layer 140/140" is deposited at temperatures below the ambient temperature. For example, the substrate may be cooled (e.g., via water cooling, liquid nitrogen cooling or physical connection to another heat sink) below the ambient temperature during deposition. For example, the material(s) for the nonmagnetic insertion layer 140/140" may be deposited below room temperature. In such embodiments, the atoms for the nonmagnetic insertion layer may be less likely to migrate. In other embodiments, no attempt may be made to control the temperature of the substrate during deposition. Thus, the pinning layer 130 is used, then steps 312 and 314 are interleaved such that the nonmagnetic insertion layer 140/140" is deposited within the pinning layer 130/130".

The pinned layer 150 is deposited, via step 316. Step 316 may include depositing multiple ferromagnetic layers. Nonmagnetic layer(s) may also be provided within the pinned layer. In some embodiments, the nonmagnetic layer 180 and reference layer 190 are deposited in steps 320 and 322, respectively.

The nonmagnetic spacer layer 160 is deposited, via step 322. For example, a conductive layer or tunneling barrier layer may be provided in step 322. The free layer 170 is deposited, via step 324. Step 324 may include depositing...
multiple ferromagnetic layers. Nonmagnetic layer(s) may also be provided within the free layer 370.

The edges of the read sensor 120, 120', 120" and/or 120" are defined, via step 324. Step 324 may include providing a mask on the read sensor stack deposited in the previous steps and ion milling the exposed regions. The read sensor 120, 120', 120" and/or 120" may be defined in the cross-track and stripe height (perpendicular to the ABS) directions. Fabrication of the read sensor may then be completed. For example, annealing, sputtering, layer depositing, and/or other processing steps may be performed.

Using the method 310, the read sensor(s) 120, 120', 120" and/or 120" may be fabricated. Thus, the benefits of one or more of the read sensor(s) 120, 120', 120" and/or 120" may be achieved.

We claim:

1. A magnetic apparatus comprising: an element comprising a pinning layer, a nonmagnetic insertion layer, and a pinned layer, a location of the nonmagnetic insertion layer selected from a first location between the pinned layer and the pinning layer and a second location within the pinning layer, wherein, in the first location, a top surface of the nonmagnetic insertion layer is substantially coplanar with a top surface of the pinning layer, and wherein the nonmagnetic insertion layer adjoins the pinned layer and the pinning layer, the pinning layer being an antiferromagnetic (AFM) layer.

2. The magnetic apparatus of claim 1 wherein the element further comprises a nonmagnetic spacer layer and a free layer, the nonmagnetic spacer layer residing between the free layer and the pinned layer, the pinned layer being between the free layer and the pinning layer such that the free layer, the nonmagnetic spacer layer, the pinned layer and the pinning layer form a stack.

3. The magnetic apparatus of claim 1 wherein the nonmagnetic insertion layer comprises at least one of Ag, Mg, Mn, Ir, Pt, Cr, Ti, Si, C, Al, Ru and Au.

4. The magnetic apparatus of claim 1 wherein the nonmagnetic insertion layer has a thickness of not more than five Angstroms.

5. The magnetic apparatus of claim 4 wherein the nonmagnetic insertion layer has the thickness of not more than three Angstroms.

6. The magnetic apparatus of claim 4 wherein the nonmagnetic insertion layer has the thickness of at least one Angstrom.

7. The magnetic apparatus of claim 1 further comprising: a bottom shield, a top shield, and a side shield adjacent to at least one side surface of the element.

8. The magnetic apparatus of claim 1 wherein the nonmagnetic insertion layer is at the first location.

9. The magnetic apparatus of claim 1 wherein the nonmagnetic insertion layer adjoins the pinning layer and the pinned layer adjoins the nonmagnetic insertion layer.

10. The magnetic apparatus of claim 1 wherein the nonmagnetic insertion layer is configured such that a ratio of a nonmagnetic insertion layer thickness to a nonmagnetic insertion layer thickness is maximum at a nonzero thickness of the nonmagnetic insertion layer.

11. The magnetic apparatus of claim 1 wherein the nonmagnetic insertion layer excludes Mg and Al.

12. A magnetic apparatus comprising: an element comprising a pinning layer, a nonmagnetic insertion layer, and a pinned layer, a location of the nonmagnetic insertion layer selected from a first location between the pinned layer and the pinning layer and a second location within the pinning layer, wherein the nonmagnetic insertion layer is a discontinuous layer.

13. A magnetic apparatus comprising: an element comprising a pinning layer, a nonmagnetic insertion layer, and a pinned layer, the nonmagnetic insertion layer located between the pinned layer and the pinning layer, wherein a top surface of the nonmagnetic insertion layer is substantially coplanar with a top surface of the pinning layer, and wherein the nonmagnetic insertion layer adjoins the pinned layer and the pinning layer, wherein the element further comprises a nonmagnetic layer and a reference layer, the nonmagnetic layer residing between the reference layer and the pinned layer, the reference layer having a reference layer magnetic moment, the pinned layer having a pinned layer magnetic moment, the reference layer magnetic moment being antiferromagnetically coupled with the pinned layer magnetic moment.

14. A disk drive comprising: at least one disk; at least one slider including at least one magnetic transducer comprising a bottom shield, a top shield, and an element between the bottom shield and the top shield, the element comprising an antiferromagnetic (AFM) layer, a nonmagnetic insertion layer, a pinned layer, a nonmagnetic layer, and a free layer, wherein the nonmagnetic layer is between the pinned layer and the free layer, the nonmagnetic insertion layer having a location selected from a first location between the pinned layer and the pinning layer and a second location within the pinning layer, wherein the nonmagnetic insertion layer is a discontinuous layer.

15. The disk drive of claim 14 wherein the nonmagnetic insertion layer excludes Mg and Al.

16. A method for providing a magnetic apparatus comprising: providing an element, wherein providing the element further comprises: providing a pinning layer; providing a nonmagnetic insertion layer; and providing a pinned layer on the nonmagnetic insertion layer, wherein the nonmagnetic insertion layer is located between the pinned layer and the pinning layer such that a top surface of the nonmagnetic insertion layer is substantially coplanar with a top surface of the pinning layer and, wherein the nonmagnetic insertion layer adjoins the pinned layer and the pinning layer, the pinning layer being an antiferromagnetic (AFM) layer.

17. The method of claim 16 wherein the step of providing the element further comprises: providing a nonmagnetic spacer layer, and providing a free layer, the nonmagnetic spacer layer residing between the free layer and the pinned layer, the pinned layer being between the free layer and the pinning layer such that the free layer, the nonmagnetic spacer layer, the pinned layer and the pinning layer form a stack.
18. The method of claim 16 wherein the nonmagnetic insertion layer comprises at least one of Ag, Mg, Mn, Ir, Pt, Cr, Ti, Si, C, Al, Ru and Au.

19. The method of claim 16 wherein the nonmagnetic insertion layer has a thickness of at least one Angstrom.

20. The method of claim 16 wherein the step of providing the nonmagnetic insertion layer comprises:
   depositing the nonmagnetic insertion layer on a heated substrate.

21. The method of claim 16 wherein the step of providing the nonmagnetic insertion layer comprises:
   depositing the nonmagnetic insertion layer on a cooled substrate.

22. The method of claim 16 wherein the step of providing the pinning layer comprises:
   depositing the pinning layer on a heated substrate.

23. The method of claim 16 wherein the step of providing the nonmagnetic insertion layer comprises:
   depositing the nonmagnetic insertion layer directly on the pinning layer; and
   wherein providing the pinned layer further comprises:
   depositing the pinned layer directly on the nonmagnetic insertion layer.

24. The method of claim 16 wherein the nonmagnetic insertion layer is configured such that a ratio of an exchange field to a coercivity for the pinned layer has a maximum at a nonzero thickness of the nonmagnetic insertion layer.

25. The method of claim 16 wherein the nonmagnetic insertion layer excludes Mg and Al.

26. A magnetic apparatus comprising:
   an element comprising a pinning layer, a nonmagnetic insertion layer, and a pinned layer, wherein the nonmagnetic insertion layer is located within the pinning layer.

27. A disk drive comprising:
   at least one disk;
   at least one slider comprising at least one magnetic transducer comprising a bottom shield, a top shield, and an element between the bottom shield and the top shield, the element comprising an antiferromagnetic (AFM) layer, a nonmagnetic insertion layer, a pinned layer, a nonmagnetic layer, and a free layer; the nonmagnetic insertion layer having a location within the pinning layer.

28. A method for providing a magnetic apparatus comprising:
   providing an element, wherein providing the element further comprises:
   providing a pinning layer;
   providing a nonmagnetic insertion layer within the pinning layer; and
   providing a pinned layer on the pinning layer.