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ABSTRACT

In present study, 6061 and A356 based nano-composites are fabricated by using the ultrasonic stirring technology (UST) in a coreless induction furnace. SiC nanoparticles are used as the reinforcement. Nanoparticles are added into the molten metal and then dispersed by ultrasonic cavitation and acoustic streaming assisted by electromagnetic stirring.

The applied UST parameters in the current experiments are used to validate a recently developed magneto-hydro-dynamics (MHD) model, which is capable to model the cavitation and nanoparticle dispersion during UST processing. The MHD model accounts for turbulent fluid flow, heat transfer and solidification, and electromagnetic field, as well as the complex interaction between the nanoparticles and both the molten and solidified alloys by using ANSYS Maxwell and ANSYS Fluent. Molecular dynamics (MD) simulations are conducted to analyze the complex interactions between the nanoparticle and the liquid/solid interface.

The current modeling results demonstrate that a strong flow can disperse the nanoparticles relatively well during molten metal and solidification processes. Molecular dynamics simulation results prove that ultrafine particles ($<< 1 \mu m$) will be engulfed by the solidification front instead of being pushed, which is beneficial for nano-dispersion.

Experimental results confirm that the nanoparticles are dispersed reasonably well in the metal matrix, but some insignificant agglomeration still occurs. Besides, SEM/EDS results show that C element tends to gather around the grain boundary area where the Si eutectic phase is located.
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CHAPTER 1 – INTRODUCTION

Aluminum-based metal matrix composites (MMCs) have been extensively studied and widely used in the aerospace, automotive and military industries due to their high strength-to-weight ratios and enhanced mechanical and thermal properties including specific modulus, superior strength, stiffness, good wear resistance, fatigue resistance and improved thermal stability [1-4]. However, the particles commonly used are micron-sized which has a counterpart that the ductility of the MMCs deteriorates with high ceramic particle concentration [5]. Consequently, more attention has been drawn to metal matrix nanocomposites (MMNCs), since the properties of metallic alloys reinforced by ceramic nanoparticles (with dimensions less than 100 nm) would be enhanced considerably while the ductility of the matrix is retained [6-12]. However, it is extremely difficult to obtain uniform dispersion of nano-sized ceramic particles in liquid metals due to high viscosity, poor wettability in the metal matrix, and a large surface-to-volume ratio, which results in agglomeration and clustering [5]. Currently, several fabrication technologies including high-energy ball milling [9, 12], in-situ synthesis [8], electroplating [13], and ultrasonic technology (UST) [4-6, 14-16] are most commonly used, among which UST is supposed to be more reliable and cost effective.

Induction heating, which is a clean, energy-efficient and well-controllable melting process, is widely applied in metallurgical industry. During the process, the dominant electromagnetic field will produce temperature field and fluid flow. Meanwhile, all these fields may strongly influence one another, which significantly complicates the situation [17]. An improved understanding of the heat and electromagnetically driven flow mainly requires
mathematical modeling, as experimental research is very limited due to the physical and chemical properties of the melts [18].

During the solidification process, the particles will either be pushed or engulfed by the solidification front, among which particle pushing will always lead to segregation even clustering of the particulate reinforcement, which is undesirable as it results in non-homogeneous response and lower macroscopic mechanical properties [19]. It is clear that particle pushing and engulfment (PEP) is a complicated phenomenon and is affected by many factors [20], e.g., particle size and shape, interfacial energy between particle, liquid and solid, temperature gradient in the melt ahead of the solidification interface etc. Figure 1.1 shows the schematic of particle liquid/solid interface interactions [21].

![Figure 1.1 Schematic of particle liquid/solid interface interactions [21]](image)

However, it is extremely expensive and difficult, perhaps impossible, to investigate the interfacial properties experimentally at the atomic level. Thus, molecular dynamics (MD)
simulations (atomistic simulations) conducted at the atomic level offer a good alternative in studying the interface mechanics. The open source MD program LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) [22] is used to conduct MD simulations to analyze the complex interactions between the nanoparticle and the liquid/solid interface.

In present study, 6061 and A356 nano-composites are fabricated by using the ultrasonic stirring technology (UST) in a coreless induction furnace. SiC nanoparticles are used as the reinforcement. Nanoparticles are added into the molten metal and then dispersed by ultrasonic cavitation and acoustic streaming assisted by electromagnetic stirring. Schematic of experimental setup is shown in Figure 1.2.

The applied UST parameters in the current experiments are used to validate a recently developed multiphase computational fluid dynamics (CFD) model [23], which is capable to model the cavitation and nanoparticle dispersion during UST processing. The CFD model accounts for turbulent fluid flow, heat transfer and solidification, and electromagnetic field, as well as the complex interaction between the nanoparticles and both the molten and solidified alloys by using ANSYS Maxwell and ANSYS Fluent.
Experimental results of microstructure, mechanical behavior and mechanical properties of the cast nano-composites have been investigated. The current experimental results show that the nanoparticles are dispersed reasonably well in the metal matrix, but some insignificant agglomeration still occurs. Besides, SEM/EDS results show that C element tends to gather around the grain boundary area where the Si eutectic phase is located.

The current modeling results demonstrate that a strong flow can disperse the nanoparticles relatively well. Also, it is proved that the injection position will not affect the final distribution of the SiC nanoparticles as long as the flow is strong enough to disperse the particles, otherwise, the injection position will have a significant effect on the distribution of the particles. Besides, it is determined that the gravity direction can play a major role on the nano-dispersion during the solidification process. When the gravity direction is upward with respect with the location of the ultrasonic probe, the solidification time is decreased and thus well dispersed nano-composites can be produced faster than in the case when the gravity direction is reversed. In addition, it is demonstrated that induction stirring can help improve the fluid flow characteristics, making the nanoparticle distribution even more uniform. Moreover, molecular dynamics simulation results validate the theory of Ferguson [25, 26] that ultrafine particles (<< 1 \( \mu \)m) will be engulfed by the solidification front instead of being pushed, which is beneficial for nano-dispersion.

The purpose of this study is to research the main five topics shown below:

1) One of the main objectives is to build a comprehensive mathematical model to obtain an understanding and insight of the ultrasonic stirring technology and induction stirring processing applied to the fabrication of metal-matrix-nanocomposites (MMNCs). Turbulent fluid flow enhanced by the ultrasonic stirring and electromagnetic force field
along with the dispersion of nanoparticles during ultrasonic cavitation, induction stirring, and solidification processes is investigated.

2) A magneto-hydro-dynamics (MHD) model available in ANSYS Maxwell and ANSYS Fluent is adapted to develop a more sophisticated analysis of fluid flow phenomena in an induction furnace in the presence of ultrasonic cavitation and acoustic streaming.

3) Dense Discrete Phase multiphase Model (DDPM), which accounts for the viscous drag force, buoyancy force, gravitational force, virtual mass force, Saffman’s lift force and interfacial force, is adapted to predict the trajectories of the nanoparticles. A PEP model is developed to deal with nanoparticles approaching the liquid/solid interface.

4) A 3D molecular dynamics model using hybrid potentials (EAM, Tersoff, and Morse potentials) is applied to describe the complex interactions between a SiC nanoparticle and the liquid/solid interface.

5) The effects of UST on dispersion of reinforcement nanoparticles and improving of the wettability of nanoparticles during molten metal processing and solidification are investigated experimentally to validate the numerical model.
CHAPTER 2 – LITERATURE REVIEW

2.1 Aluminum Alloys 6061 and A356

Aluminum alloys 6061 and A356 are selected as the metal matrix because they are readily castable and widely studied. 6061 alloy is commonly used in following components: aircraft fittings, marine fittings and hardware, electrical fittings and connectors, automotive parts, such as wheel spacers etc. Typically A356 alloy is used in castings for aircraft parts, pump housings, impellers, high velocity blowers and structural castings where high strength is required.

The chemical compositions of the 6061 and A356 alloys are shown in Table 2.1.

Table 2.1 Nominal chemical composition of matrix alloys studied (in wt.%)

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Zn</th>
<th>Ti</th>
<th>Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td>6061</td>
<td>0.4-0.8</td>
<td>0.70</td>
<td>0.15-0.4</td>
<td>0.15</td>
<td>0.8-1.2</td>
<td>0.25</td>
<td>0.20</td>
<td>Al</td>
</tr>
<tr>
<td>A356</td>
<td>6.5-7.5</td>
<td>0.20</td>
<td>0.20</td>
<td>0.10</td>
<td>0.25-0.45</td>
<td>0.10</td>
<td>0.20</td>
<td>Al</td>
</tr>
</tbody>
</table>

2.2 Ultrasonic Stirring Technology

Mechanical stirring [27] has become an established method of incorporating larger solid ceramic particles into metal melts because it is simple, flexible and applicable to large-quantity production. However, it is extremely difficult for this method to distribute and disperse fine particles (considered to be <20 µm) uniformly in metal melts due to their large surface-to-volume ratio and low wettability, which induces agglomeration and clustering [28]. Besides,
when the stirring stops, the particles tend to return to the surface and most of them still stuck to each other as clusters/agglomerates. This could be caused by the nanoparticles being surrounded by surface gas layers.

Meanwhile, ultrasonic stirring technology has been extensively used in purifying, degassing, and refinement of metallic melt [29-34], mainly because introducing the ultrasonic energy into a liquid will induce nonlinear effects such as cavitation and acoustic streaming [33, 35-53]. Ultrasonic cavitation can create small-size transient domains that could reach very high temperatures (5000 K) and pressures (1000 atm) as well as extremely high heating and cooling rates above $10^{10}$ K/s [54]. The strong impact coupling with local high temperatures can potentially break the nanoparticle clusters and clean the particle surface [24]. These pressure and temperature fluctuations are also likely to induce heterogeneous nucleation in the melt [29]. Besides, they will promote dendrite fragmentation by enhancing solute diffusion through acoustic streaming as well [55-59]. Compared to mechanical stirring, the transient cavitation induced by ultrasonic stirring could remove the gas layer from the surface of the nanoparticles, thus improving the wettability between the nanoparticles and matrix significantly [28].

2.3 Metal-Matrix-Nano-Composites

To overcome the limitations of low ultimate tensile strength and ductility due to particle fracture and particle/matrix interfacial failure [60, 61], nano-sized reinforcements are studied. The outstanding mechanical performance of MMNCs is the result of several strengthening mechanism contributions, namely: Hall-Petch strengthening, Orowan strengthening, load-bearing effect, and enhanced dislocation density strengthening (Taylor relationship) [62-65].
2.3.1 Hall-Petch Strengthening Mechanism

Hall-Petch strengthening, which is a well-known strengthening mechanism, explains the relationship between the strength of the material and the grain size: as the grain size decreases, the strength increases. For nanocomposites, the grain size of the matrix depends on the particle size and volume fraction of the particles since the particles can interact with grain boundaries acting as pinning points, retarding or stopping the grain growth. The relationship between the grain size of the matrix $d_m$, particle size $d_p$, and volume fraction of the particles $\nu_p$ can be represented by the Zener formula [63]:

$$d_m = \frac{4\alpha d_p}{3\nu_p}$$

(2-1)

where $\alpha$ is a proportional constant.

2.3.2 Orowan Strengthening Mechanism

The Orowan mechanism consists in the interaction of nanoparticles with dislocations. It is widely acknowledged, however, that Orowan strengthening is not significant in the MMCs, because the reinforcement particles are coarse and the interparticle spacing is large. In contrast, due to the presence of highly-dispersed nanosized reinforcement particles (smaller than ~100 nm) in a metal matrix, Orowan strengthening becomes more favorable in MMNCs [62]. For composites containing fine particles, strengthening is often explained by the Orowan mechanism.
2.3.3 Load-bearing Effect

The load transfer from the soft and compliant matrix to the stiff and hard particles under an applied external load contributes to the strengthening of the base material. For the equiaxed particulates, an increment in yield strength due to load transfer is expressed by [63]:

\[ \Delta \sigma_i = 0.5 \nu_p \sigma_m \]  \hspace{1cm} (2-2)

where \( \sigma_m \) is the yield strength of the unreinforced matrix.

2.3.4 Enhanced Dislocation Density Strengthening

The Taylor relationship describes the relationship between the contribution of dislocation density and the strength of the material. Because of the thermal (the difference in the coefficient of thermal expansion) and the elastic modulus (EM) mismatch between the matrix and the reinforcement, which are in thermal equilibrium only at the temperature at which they are brought into contact during the process, plastic deformation are generated in the matrix, especially in the interface region, which will result in geometrically necessary dislocations (GNDs) during material cooling and straining [62, 63].

2.4 Induction Stirring

A lot of effort has been put into developing and improving the mathematical models of electromagnetic agitated turbulent flow in induction furnaces.

In 1975, Szekely and Nakanishi [66] presented a mathematical formulation describing fluid flow and tracer dispersion in an ASEA-SKF furnace. They were able to solve the turbulent Navier-Stokes equations together with a simplified form of Maxwell’s equations. The computed results were reported to be in reasonable agreement with tracer dispersion measurements.
El-Kaddah et al. [67] compared the experimental measurements with theoretical predictions, which is based on the numerical solution of Maxwell’s equations and the turbulent Navier-Stokes equations, in a 4-ton induction furnace. Good agreement was obtained both regarding the absolute values of the velocities and the mass transfer coefficients and the trends predicted by the theoretical analysis.

Kim and Yoon [68] were first to present a 3-dimensional model for induction stirring of an ASEA-SKF ladle equipped with a straight stirrer. The electromagnetic forces were solved by solving the partial differential equations for the magnetic flux [69]. Since then, Alexis et al. [70, 71] managed to improve this 3-dimensional model to account for more real stirring conditions e.g., heat transfer, slag and surface deformation etc.

More recently, Baake [72] and Jakovics [73] presented LES (Large-eddy simulation) modelling results of turbulent flow in an induction furnace. It was stated that traditional fluid flow models based on RANS (Reynolds Averaged Navier-Stokes) approach cannot predict the large scale periodic flow instabilities obtained from the experimental data. But LES requires much more resources for the generation and interpretation of the flow data than a RANS simulation, so Schwarze and Obermeier [18] proposed that unsteady RANS (URANS) models could yield a better resolution of the dynamics of the large flow structures and only need moderately more computer resources than a steady RANS simulation.

Poole and El-Kaddah [74, 75] presented a mathematical model for simulating electromagnetic, fluid flow, and heat transfer phenomena during solidification in an induction furnace. It demonstrated that for melt stirring using a stationary magnetic field, the flow consisted of two axisymmetric, recirculating loops, and was highly turbulent. Besides,
solidification would cause significant decay of the velocity by one order of magnitude in the suspended particle region.

2.5 Particle Engulfment and Pushing Models

A large number of PEP models were developed over the years. The first kinetic steady-state model was proposed by Uhlmann et al. [76]. In this model, the controlling transport mechanism in the particle-interface gap was assumed to be mass diffusion.

Chernov [77, 78] introduced the idea of a positive disjoining pressure in the liquid film separating the particle from the solidification interface which results in a repulsive interfacial force, while the viscous drag force is still the force responsible for particle engulfment. The presence of a positive disjoining pressure leads to particle repulsion while a negative pressure would lead to entrapment. The model considered smooth spherical particles and was further refined by considering the effect of the difference in the thermal conductivity between the particle and the melt to account for a non-planar interface [79].

Omenyi and Neumann [80] postulated that if the change in the interfacial energy for the system associated with particle engulfment is negative, engulfment is to be expected, otherwise pushing should result. This is valid for low growth velocities and when body forces are neglected.

Kinetic models developed by Stefanescu et al. [20, 81-83] considered the interfacial energy repulsive force responsible for pushing the particles away from the interface, and used the force balance on the particle to determine the status of the particle.

Hadji [84, 85] demonstrated that the presence of the particles modifies the solutal distribution coefficient, and the interaction of a particle with a directionally solidified interface
induces the onset of morphological instability provided that the particle-interface distance falls below a critical value.

In general, it is considered that whether particles are pushed or engulfed during solidification depends on the velocity of the particle relative to the solidification front according to previous models describing such particle engulfment and pushing phenomena. However, these models only predict the behavior in the coarse (>> 1 µm) and fine particle (∼ 1 µm) systems, and they don’t accurately describe the ultrafine particle (<< 1 µm) system, presumably because the models rely on continuum mechanics. But these models cannot explain the evidence in MMNCs that nanoparticles can indeed be engulfed and distributed throughout the material and are not necessarily concentrated in grain boundary or interdendritic regions. As proposed by Ferguson [25, 26], for sufficiently small particles, Brownian Motion can partially or completely counteract forces such as viscous drag, gravity and thermal/concentration gradients, thus leading to engulfment rather than pushing.

2.6 Molecular Dynamics Simulation

Molecular dynamics was originally conceived within theoretical physics in the late 1950s [86], but is applied today mostly in materials science, chemical physics and the modeling of biomolecules.

2.6.1 Pairwise Potentials

In 1984, Daw and Baskes [87] developed the embedded atom method (EAM) based on density-functional theory, which describes interatomic potential as a function of a sum of functions of the separation between an atom and its neighbors. This model is particularly
appropriate for metallic systems and has been extensively used in the study of bulk properties of metals and alloys, surface relaxation and reconstruction features. Oluwajobi [88] employed three popular potentials (Lennar-Jones (LJ), Morse, and EAM) to model copper workpiece and diamond tool in nanometric machining, and concluded that the EAM potential was the most suitable of these three potentials, because it best describes the metallic bonding of the copper atoms. Yang [89] used the EAM potential for highly undercooled Ni₃Al alloy to get the melting point by means of the “sandwich” method and the NVE ensemble method, and get the specific heat by NPT ensemble method.

For the simulation of covalent solids, e.g., SiC or Si₃N₄, multibody potentials such as the Tersoff potential [90, 91] are available. Tersoff potential is based on the concept of bond order where the strength of a bond between two atoms is not constant, but depends on the local environment, i.e., to use the coordination of a bond as a variable for controlling the energy in a covalent bond. Simulation of brittle fracture of cubic SiC under hydrostatic pressure [92], surface reconstruction and thermal stability in cubic SiC [93], and rapid solidification of liquid SiC [94] has been reported.

Different potentials are used to deal with the Al/SiC interface. Zhao [95] employed the Chen-Mobius inversion method to get an analytical formula in which the potentials are expressed in terms of adhesive energies. Luo [96] used the Ito-Kohr-Das Sarma potential to calculate the atomic configuration and cohesive energy of various Al/SiC interfaces formed between low-index planes of Al and SiC surfaces. Dandekar [97] conducted MD simulations for describing Al-SiC interface mechanics, compared the results obtained by using LJ and Morse potentials [98] with ab initio data from Zhao [95], and drew the conclusion that Morse potential values parameterized from ab initio data were able to best represent the Al/SiC system.
2.6.2 Molecular Dynamics Simulation of Solidification

Various techniques have been developed attempting to obtain the thermodynamic properties of metal/alloy solidification, e.g., melting temperature, specific heat, latent heat, and solid-liquid interfacial free energy. These techniques could be grouped as: forced velocity simulations, free solidification simulations, and fluctuation analyses [99].

Broughton et al. [100, 101] were the first to employ free velocity atomistic simulations to the study of crystal growth rates. The system consists of three regions (see Figure 2.1 (a)): central dynamic zone, bottom quenched liquid, and top static crystal. Two heat baths are controlled at the same temperature below the melting point. The entire system moves at constant velocity along the z direction, and atoms which move beyond the top solid region are annihilated from the system and are replaced by liquid atoms in the lower region. Celestini and Debierre [102] also performed forced velocity MD simulations capable of extracting the velocity vs. undercooling behavior.

Hyot [99, 103], Daw [87, 104, 105], Briels [106] and Tymczak [107] used the free solidification method to study the crystallization kinetics in alloys, thermodynamic and structural properties of solid/liquid late transition metals, and velocity vs. undercooling behavior. The schematic diagram used by Hyot is shown in Figure 2.1. The technique will be explained in detail in section 3.4.
In 1997, Briels and Tepper [106] developed an MD technique to calculate growth rate constants of various crystal faces from the fluctuations of interfaces during NVT simulations. For a solid-liquid LJ system maintained at the melting temperature, any fluctuation which moves the position of the solid-liquid interface, or equivalently changes the number of solid atoms, will lead to a change in pressure of the solid-liquid system due to the fixed-volume constraint and the density difference between the solid and liquid phases. Based on this theory and some relevant derivations, the solidification velocity vs. undercooling behavior can be established. However, this technique is conducted precisely at the melting temperature. It doesn’t model the solidification process.

Figure 2.1 Schematic diagram of crystallization systems

(a) Forced velocity simulations (b) Free solidification simulations
CHAPTER 3 – MATHEMATICAL MODELS

In present study, the mathematical models consist of 3 main parts: electromagnetic field, CFD model and molecular dynamics model. And the CFD model has 3 components: fluid flow model, solidification model, and particle tracking model as shown in Figure 3.1.

![Components of the Mathematical Models](image)

**Figure 3.1 Components of the Mathematical Models**

### 3.1 Ultrasonic Cavitation [23, 108]

The predictions of the ultrasonic cavitation and velocity vectors are presented in Figure 3.2 for an A356 liquid alloy at time \( t = 2.0 \times 10^{-4} \) s, which is after the onset of cavitation. Note that the onset of cavitation for this alloy system is around \( 8.8 \times 10^{-6} \) s. The predicted ultrasonic cavitation region is presented in Figure 3.2(a), where the cavitation phase is hydrogen. The cavitation region is relatively small at time \( t = 2e-04 \) s, the acoustic streaming is relatively strong, especially in the ultrasonic probe region (see Figure 3.2(a) and (b)) and thus the newly
created/survived bubbles/nuclei can be transported into the bulk liquid quickly. Note that the legend in Figure 3.2(a) shows the volume cavitation region (volume fraction of cavities/bubbles/potential nuclei).

Figure 3.2(b) shows the profile for the velocity vectors. It can be seen that the velocity magnitude is significantly high beneath the ultrasonic probe.

![Cavitation region (volume fraction) vs. Pressure (Pa) at 2e-04 s](image)

(a) Cavitation region (volume fraction)  
(b) Pressure (Pa) at 2e-04 s

Figure 3.2 Ultrasonic cavitation simulation results [108]

Because modeling of ultrasonic cavitation takes place at a very small time scale (of the order of $10^{-5}$ to $10^{-7}$ s) and the fluid flow time scale is of the order of $10^{-2}$ to $10^{-3}$ s, the UST model is uncoupled from the CFD nano-dispersion model. In order to account for the effects of ultrasonic cavitation and acoustic streaming, the ultrasonic probe surface is set as velocity inlet,
and the velocity profile is defined in a user defined function (UDF), which is dependent on time as shown in Figure 3.3.

![Figure 3.3 Velocity inlet profile](image)

3.2 Electromagnetic Field

The geometry under investigation is simplified as 2-dimensional axisymmetric as shown in Figure 3.4. Due to harmonic nature of EM field and induced eddy currents, the Lorentz force \( \mathbf{F}_{\text{Lor}} \) can be decomposed into a steady and harmonic part that oscillates with double frequency. Because of much greater inertia times of melt in comparison to alternate EM field timescale, only the steady part of the Lorentz force is taken into account [109]. Assuming the fluid flow does not affect the electromagnetic field, the governing magneto-quasi-static equations for a material with constant magnetic permeability \( \mu \) and constant Ohmic conductivity \( \sigma \) can be written as [110]

\[
\nabla \times \mathbf{H} = \mathbf{J} \quad (3-1)
\]

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad (3-2)
\]

\[
\nabla \cdot \mathbf{B} = 0 \quad (3-3)
\]

and the constitutive relations are
\[ \mathbf{B} = \mu \mathbf{H} \]  \hspace{1cm} (3-4)

\[ \mathbf{J} = \sigma \mathbf{E} \]  \hspace{1cm} (3-5)

Thus the Lorentz force is calculated as

\[ \mathbf{F}_{Lor} = \mathbf{J} \times \mathbf{B} \]  \hspace{1cm} (3-6)

where \( \mathbf{J} \) is current density, \( \mathbf{B} \) is magnetic flux density, \( \mathbf{E} \) is electric intensity, and \( \mathbf{H} \) is magnetic field intensity.

Figure 3.4 Simplified 2D geometry model of a coreless induction furnace

### 3.3 CFD Model

The schematic of CFD model is shown in Figure 3.5. The ultrasonic probe has a diameter of 40 mm. The liquid aluminium alloy is 6061. It has a density of 2685 kg/m\(^3\). The SiC nanoparticles with an average particle size of 55 nm and density of 3216 kg/m\(^3\) are treated as inert-particles. The mass flow rate of the SiC nanoparticles is 0.014 kg/s. Thus, 1.0 wt.% of SiC
nanoparticles can be injected at about 15 mm beneath the ultrasonic probe for 1.0 sec. The multiphase model accounts for turbulent fluid flow, heat transfer, and the complex interaction between the molten alloy and nanoparticles by using the ANSYS Fluent DDPM and $k-\omega$ turbulence model [111]. The CFD model is described in detail below.

![Figure 3.5 CFD geometry model](image)

### 3.3.1 Fluid Flow Model

In the Eulerian DDPM multiphase model an Eulerian treatment is used for each phase, and the discrete phase (nanoparticles) is designated as a granular phase. The volume fraction of the particulate phase is accounted for in the conservation equations.

The continuity equation for the phase $q$ is

$$\frac{\partial}{\partial t}(a_q \rho_q) + \nabla \cdot (a_q \rho_q \mathbf{u}_q) = \dot{m}_{pq} - \dot{m}_{qp}$$  \hspace{1cm} (3-7)$$

The momentum balance for the phase $q$ yields
\[
\frac{\partial}{\partial t}(a_q \rho_q \mathbf{u}_q) + \nabla \cdot (a_q \rho_q \mathbf{u}_q \mathbf{u}_q) = -a_q \nabla P + \nabla \cdot \left[ a_q \mu_q \left( \nabla \mathbf{u}_q + \nabla \mathbf{u}_q^T \right) \right] + a_q \rho_q g + f_{DPM} + f_{\text{other}} \quad (3-8)
\]

where \( a_q \) is the phasic volume fraction, \( \rho_q \) is the density, \( \mathbf{u}_q \) is the velocity, \( \mu_q \) is the molecular viscosity, and \( P \) is the pressure shared by all phases. \( \dot{m}_{pq} \) characterizes the mass transfer from the \( p^{th} \) to \( q^{th} \) phase, and \( \dot{m}_{qp} \) characterizes the mass transfer from phase \( q \) to phase \( p \). The momentum exchange term, \( f_{DPM} \), is considered only in the primary phase equations. The source term, \( f_{\text{other}} \), includes the virtual mass force, lift force, and turbulent dispersion force etc.

Equations (3-7) and (3-8) do not solve for the velocity field and volume fraction of the discrete phase. Their values are obtained from the Lagrangian tracking solution.

### 3.3.2 Solidification Model

The enthalpy method is used in the solidification model. The energy conservation equation of the enthalpy-formulation is [112]

\[
\rho \frac{\partial h}{\partial T} + \rho \nabla \cdot (\mathbf{u} h) = \nabla \cdot (k \nabla T) + Q_L \quad \text{with} \quad h = h_{\text{ref}} + \int_{T_{\text{ref}}}^{T} c_p dT \quad (3-9)
\]

where \( h \) is the sensitive enthalpy, \( h_{\text{ref}} \) is the reference enthalpy at the reference temperature \( T_{\text{ref}} \); \( c_p \) is specific heat; \( \rho \) and \( k \) are the density and thermal conductivity of the melting aluminium alloy, respectively, and \( \mathbf{u} \) is velocity of the fluid.

The source term \( Q_L \) concerning the latent heat in a single phase solidification model can be written as

\[
Q_L = \rho L \frac{\partial f_s}{\partial T} \quad (3-10)
\]
where $L$ is the latent heat and $f_s$ is the solid fraction, which is assumed to vary linearly with the temperature in the mushy zone.

The mushy region is treated as a porous medium, and the porosity in each cell is set equal to the liquid fraction $f_l$ in that cell. The momentum sink due to the reduced porosity in the mushy zone is:

$$S = \frac{f_s^2}{f_l^3 + \varepsilon} A_{mush} u$$

(3-11)

where $\varepsilon$ is a small number (0.001) to prevent division by zero; $A_{mush}$ is the mushy zone constant, which measures the amplitude of the damping. The dynamic viscosity of the fluid also depends on the solid fraction which is related to temperature. It varies from 0.009 kg/(m·s) at the liquidus temperature to 1.0 kg/(m·s) below the coherency solid fraction (0.5).

### 3.3.3 Particle Tracking Model

The trajectory of a discrete phase particle is predicted by integrating the force balance on the particle. The force balance equates the particle inertia with the forces acting on the particle, and it is written as

$$\frac{du_p}{dt} = F_D + F_G + F_B + F_{\text{virtual-mass}} + F_{\text{pressure-gradient}} + F_{\text{lift}} + F_{\text{interaction}}$$

(3-12)

where $u_p$ is the particle velocity, and all the terms at the right-hand are with a unit of force/unit particle mass.

The drag force, $F_D$, exerted on the particle by the viscous liquid tends to make it follow the fluid flow, and is calculated by
\[
F_D = \frac{18 \mu}{\rho_p d_p^2} C_D \frac{Re}{24} (u - u_p)
\]  \hspace{1cm} (3-13)

where \( u \) is the fluid phase velocity, \( \rho_p \) is the density of the particle, and \( d_p \) is the particle diameter. \( \text{Re} \) is the relative Reynolds number, which is defined as

\[
\text{Re} = \frac{\rho d_p |u - u_p|}{\mu}
\]  \hspace{1cm} (3-14)

where \( \rho \) is the fluid density.

\( C_D \) is the drag coefficient which is calculated by the model of Wen and Yu [113]:

\[
C_D = \frac{24}{\text{Re}} \left( 1 + 0.15 \text{Re}^{0.687} \right)
\]  \hspace{1cm} (3-15)

The net effect of the buoyancy force, \( F_B \), and the gravitational force, \( F_G \), is

\[
F_G + F_B = \frac{g(\rho_p - \rho)}{\rho_p}
\]  \hspace{1cm} (3-16)

The virtual mass force, \( F_{\text{virtual-mass}} \), is an unsteady force due to a change of the relative velocity of the particle submerged in the fluid, and can be calculated as

\[
F_{\text{virtual-mass}} = \frac{1}{2} \frac{\rho}{\rho_p} \frac{d}{dt} (u - u_p)
\]  \hspace{1cm} (3-17)

An additional force arises due to the pressure gradient in the fluid:

\[
F_{\text{pressure-gradient}} = \left( \frac{\rho}{\rho_p} \right) u_p \nabla u
\]  \hspace{1cm} (3-18)

The Saffman’s lift force [114] due to shear is generated by the local velocity gradients across the particle, and is calculated as
\[
F_{ijp} = \frac{2K^{1/2} \rho d_{ij}}{\rho_p d_p (d_{ik} d_{kj})^{1/4}} (u - u_p) 
\]

(3-19)

Where \( K = 2.594 \) and \( d_{ij} \) is the deformation tensor.

The term, \( F_{interaction} \), models the additional acceleration acting on a particle, resulting from interparticle interaction. It is computed from the stress tensor given by the Kinetic Theory of Granular Flows as

\[
F_{interaction} = -\frac{1}{\rho_p} \nabla \cdot \overline{\tau}_s 
\]

(3-20)

where \( \overline{\tau}_s \) is the stress-strain tensor of the granular phase.

The chaotic effect of turbulence on the particle trajectories is accounted for using the stochastic tracking approach, i.e., the discrete random walk (DRW) model:

\[
u = \overline{u} + \zeta \sqrt{2k_e / 3} 
\]

(3-21)

where \( \overline{u} \) is the mean fluid velocity in the trajectory equation (12), \( \zeta \) is a normally distributed random number, and \( k_e \) is the local turbulent kinetic energy.

Equation (3-12) can be cast into the following general form:

\[
\frac{du_p}{dt} = \frac{1}{\tau_p} (u - u_p) + a 
\]

(3-22)

where the term \( a \) includes accelerations due to other forces except drag force. Integrating the transport equation (23) for the path of each particle yields

\[
\frac{dx_p}{dt} = u 
\]

(3-23)
where \( \mathbf{x}_p \) is the particle position.

### 3.4 Molecular Dynamics Model

A quarter of the MD geometry model is shown in Figure 3.6. The dimensions in the \( x \), \( y \), and \( z \)-direction are 40 nm \( \times \) 40 nm \( \times \) 40 nm. The diameter of the SiC nanoparticle is 10 nm. The simulated structure of pure aluminum is a face centered cubic (FCC) structure with a lattice parameter of 4.05 Å and with the <100> directions coincident with the Cartesian coordinates, since planes of looser packing, such as \{100\}, are better able to accommodate an atom that leaves the liquid to join the solid than a closer packed plane, such as \{111\} \[115\]. The nanoparticle consists of a cubic crystalline polytype of silicon carbide (3C-SiC) with a lattice parameter of 4.36 Å \[97\]. In total, 3,900,208 atoms are generated.

In the study, free solidification technique is utilized to simulate the solidification process. Periodic boundary conditions are applied in three coordinate directions. The simulation starts with a solid SiC region, a solid Al region (thickness 5 nm in \( z \) direction) and a liquid Al region separated by a nominally flat liquid-solid boundary. The two phase Al system is established by holding fixed the atoms in solid Al region of the original crystalline lattice and melting the liquid Al region by raising the temperature to some temperature above the melting point. Upon solidification, both the solid Al atoms at the bottom and the liquid Al atoms at the top can move freely into each other because of the periodic boundary conditions. The velocity of the atoms is then rescaled to some temperature below the melting point. Due to the density difference between solid and liquid, constant volume simulations will lead to a gradual build up of pressure during crystallization which eventually halts solidification \[99\]. Instead, constant pressure conditions are required with the pressure maintained at zero throughout the run with a time step.
of 1 fs. During solidification the solid atoms at the bottom which were initially fixed in position are allowed to move. The simulation is terminated when complete solidification is achieved (about 600 ps).

Interatomic potentials for aluminum, silicon carbide and the interface are discussed in the following sections.

![Figure 3.6 MD geometry model](image)

**3.4.1 EAM Potential for Aluminum**

In this study the EAM model developed by Mishin *et al.* [116] as shown in equation (3-25) is used to simulate bulk aluminum. A cut-off distance $r_c = 6.365$ Å is used [117].

$$E_{tot} = \frac{1}{2} \sum_i V(r_i) + \sum_i F(\rho_i)$$  

(3-25)
where $V(r_{ij})$ is the pair potential as a function of the atomic separation distance $r_{ij}$ between two atoms $i$ and $j$, $F$ is the embedding energy as a function of the density $\rho_i$, which is induced on atom $i$ by all other atoms in the system, and $\rho(r_{ij})$ is the atomic density function. The interatomic potentials for Al are available from [117].

### 3.4.2 Tersoff Many-body Potential for Silicon Carbide

The Tersoff potential $V_{ij}$ in the simplest sense is composed of the attractive and repulsive interactions present in a bond as shown in equation (3-27).

\[
V_{ij} = f_C(r_{ij})[f_R(r_{ij}) + b_{ij}f_A(r_{ij})]
\]

where the subscript $R$ and $A$ correspond to the repulsive and attractive component of the potential. The potential is a function of $b_{ij}$, two energy constants and $f_R(r_{ij})$, $f_A(r_{ij})$ and $f_C(r_{ij})$, which are functions representing the potential associated with the repulsive, attractive and cut-off functions. These functions are dependent on the length of the bond. In the aforementioned equations the subscripts $i$ and $j$ label the atoms of the system, and $r_{ij}$ is the length of the $ij$ bond.

The necessary equations along with the energy constants and corresponding cut-off distances for silicon carbide are summarized in Tersoff [90, 91]. See Appendix I for detailed values for SiC Tersoff potential.

### 3.4.3 Potential for Describing the Interface

Ideally any interatomic potential model employed for representing the interface should include two-body and three-body interactions. Two-body interactions are the interaction between
Al–Si and Al–C while three-body interactions involve Al–Si–C, Al–C–Si, Al–Si–Al and Al–C–Al. In this study, in order to simplify the simulation procedure and in turn reduce the computational time a two-body pair-wise potential is used.

Two popular potentials, Lennard-Jones (LJ) potential and Morse potential, are usually used to model the Al-SiC interface. But according to Dandekar [97], The Morse potential values parameterized from ab initio data are able to best represent the current system and is therefore used in this study to represent the interface.

\[
V = D_0\left[ e^{-2\alpha_m(r-r_0)} - 2e^{-\alpha_m(r-r_0)} \right] \tag{3-28}
\]

Where \( r \) is the distance between the atoms, \( r_0 \) is the equilibrium bond distance, \( D_0 \) is the well depth of the potential, \( \alpha_m \) is the width of the potential, and \( V \) is the interatomic potential. The parameters are summarized in Table 3.1 [118].

Table 3.1 Morse potential function parameters parameterized to the ab initio data obtained

<table>
<thead>
<tr>
<th>System</th>
<th>Parameters</th>
<th>Morse potential</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( D_0 ) (eV)</td>
<td>0.4824</td>
</tr>
<tr>
<td>Al-Si</td>
<td>( \alpha ) (1/ Å)</td>
<td>1.322</td>
</tr>
<tr>
<td></td>
<td>( r_0 ) (Å)</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>( D_0 ) (eV)</td>
<td>0.4691</td>
</tr>
<tr>
<td>Al-C</td>
<td>( \alpha ) (1/ Å)</td>
<td>1.738</td>
</tr>
<tr>
<td></td>
<td>( r_0 ) (Å)</td>
<td>2.246</td>
</tr>
</tbody>
</table>
3.5 Solution Procedure

A MHD model is developed in ANSYS Maxwell and ANSYS Fluent. The Lorentz force density is obtained in Maxwell and then interpolated on the Fluent finite volume mesh and used as momentum source in solving the fluid flow. The procedure is shown in Figure 3.7 in detail.

![Figure 3.7 Schematic of the simulation procedure](image)

In the CFD model, the SiC nanoparticles are injected at every fluid flow time step with a mass flow rate of 0.014 kg/s in the first second. The distribution of the particle diameters varying from 45 nm to 65 nm follows the Rosin-Rammler expression. Particles are tracked at every time step after the fluid velocity field is solved. Because of the low volume fraction of the discrete phase, one-way coupling is employed, which neglects the effect of the discrete phase on the fluid turbulence.
CHAPTER 4 – SIMULATION RESULTS AND DISCUSSION

Firstly, a CFD model without induction (electromagnetic) stirring (EMS) and solidification particle engulfment and pushing model (PEP) is built in ANSYS Fluent to observe the basic characteristics of fluid flow and nanodispersion, and investigate the effects of injection position, gravity and intensity of ultrasonic stirring on the dispersion of nanoparticles. Then, solidification (PEP) is incorporated into the CFD model to study the behavior of nanoparticles during solidification process. Finally, the CFD model is coupled with electromagnetic field during molten metal process, and the effects of electromagnetic stirring and intensity of the ultrasonic stirring are analyzed.

4.1 Results without EMS and PEP

Figure 4.1 shows the fluid flow (colored by velocity magnitude, similarly hereinafter unless otherwise stated) and particle distribution (colored by particle ID, similarly hereinafter unless otherwise stated) after 1.0s and 3.0s, respectively.

It can be seen from Figure 4.1 (a) and (c) that the flow is much stronger at the center of the furnace. It demonstrates that the particles have little effect on the fluid flow because of the one-way coupling, and the gravity direction is the same as the direction of the stronger flow in the center, so it will help to develop the fluid flow. Therefore the fluid flow after 3.0s is almost the same as that after 1.0s because both of them are fully developed.
Figure 4.1 Fluid flow and particle distributions after 1.0s and 3.0s
At 1.0s when the injection is stopped, newly injected particles are still at the center of the furnace where they are injected, since more time is needed for all of them to be dispersed into the liquid. It is obviously observed that the particles are following the fluid flow. In the beginning, they are carried by the flow in the center to the bottom, and then back to the top near the wall. Then 2.0s later, the particles have been dispersed pretty well from the bottom to the top, but a few more particles tend to stay near the wall, and fewer nanoparticles at the center where the flow is stronger, which indicates the nanoparticles are taken away by strong flows. Additionally, the particle distribution stays almost the same henceforth which means the distribution becomes stable.

When the particles are injected from a different position which is about 20mm above the bottom of the furnace, the distributions of the particles after 1.0s and 3.0s are shown in Figure 4.2, respectively.

![Particle distributions after 1.0s and 3.0s with a different injection location](image)

(a) After 1.0s  
(b) After 3.0s

Figure 4.2 Particle distributions after 1.0s and 3.0s with a different injection location
It can be seen, the particle distribution after 1.0s is not the same as before. But, after 3.0s when the distribution becomes stable, it has little difference with that when the particles are injected at the top, which demonstrates that the injection position will not affect the final distribution of the SiC nanoparticles, as long as the fully developed fluid flow is strong enough to disperse the nanoparticles throughout the furnace.

Figure 4.3 presents the fluid flow after 1.0s and 3.0s when the ultrasonic probe is placed at the bottom of the furnace. In order to compare with previous results more conveniently, the whole system is turned upside down, which is equivalent to reverse the gravity direction.

![Velocity, m/s](image1)

Figure 4.3 Fluid flow after 1.0s and 3.0s with the ultrasonic probe placed at the bottom of the furnace (gravity direction upward)

It can be seen that the flow fields after 1.0s and 3.0s are not the same though a one-way coupling is used. This is because the gravity direction is opposite to the direction of the stronger
flow in the center of the furnace, thus retarding the development of the fluid flow and resulting in a different flow pattern at 1.0s. But after 3.0s, the fluid flow is fully developed and becomes almost the same as that of the case with a different gravity direction, because the gravitational force is relatively weak compared to the drag force, if the flow is very strong.

Figure 4.4 shows the particle distributions after 1.0s and 3.0s with the ultrasonic probe placed at the bottom of the furnace.

As it can be seen that the distribution at 1.0s is not the same as before due to a new flow pattern. But after 3.0s, when the fluid flow is fully developed, the distribution of nanoparticles becomes uniform and looks similar as before. The general trend is basically the same, i.e., where the flow is stronger, there are fewer particles, and vice versa. It indicates that the effect of gravity
on the nanodispersion during molten metal process is negligible compared with the other forces, such as the drag force. Besides, a few more nanoparticles can be observed around the ultrasonic probe compared with previous cases.

To investigate the effect of intensity of ultrasonic stirring, the inlet velocity magnitude is changed to be $1/10^{th}$ of the origin one (Figure 3.3). The fluid flow after 1.0s and 20.0s are shown in Figure 4.5. As it can be seen, the flow is much weaker at 1.0s, and it takes longer for it to fully develop. But the fully developed flow pattern is almost the same as before.

As the fluid flow is much weaker, the dispersion of the particles is much slower. After 20.0s, the distributions of the nanoparticles with different injection positions, which are shown in Figure 4.6, become almost stable.
Compared with previous results with a stronger flow (Figure 4.1(d) and Figure 4.2(b)), nanoparticle distributions at stable state are different. When the particles are injected at the bottom of the furnace, plenty of them aggregate at the bottom because the fluid flow near the wall is too weak to take them to the top. On the contrary, when they are injected at the top, they can be taken to the bottom by the relatively stronger flow at the middle of the furnace, which results in a much more uniform distribution of the particles.

Figure 4.6 Particle distributions after 20.0s with two different injection positions and a weaker flow (gravity direction downward)
4.2 Results with PEP Model Only

When the nanoparticles are well dispersed and the distribution becomes stable after 3.0s, the solidification process starts, and in order to model the unidirectional solidification process, all the other walls except the bottom one are treated as adiabatic (no heat flow).

Figure 4.7 shows the fluid flow after 10.0s and 30.0s, respectively. It can be seen, when solidification starts, the fluid flow is damped in the mushy zone, where the particles will move relatively slow and eventually stop moving in the solid, which agrees well with theoretical expectation.

![Fluid flow after 10.0s and 30.0s (gravity direction downward)](image)

(a) After 10.0s  (b) After 30.0s

Figure 4.7 Fluid flow after 10.0s and 30.0s (gravity direction downward)

Figure 4.8 shows the particle distributions after 10.0s and 30.0s, respectively. After 10s, we can see that there are some agglomerations in the solid because the nanoparticles approaching
the solid/liquid interface will be engulfed based on the assumption that the Brownian motion will dominate during the particle engulfment/pushing process.

Figure 4.8 Particle distributions after 10.0s and 30.0s (gravity direction downward)

Figure 4.9 and Figure 4.10 present the fluid flow and particle distributions after 10.0s and 20.0s with the gravity direction upward. It can be seen that during solidification the fluid flow is damped in the mushy zone and becomes weaker as explained before. Then the gravity begins to play an important role in the flow. After 20s, the flow in the center even has an opposite direction as before, which is the same as the gravity direction, and accelerate the solidification process.

As the solidification continues, the entire domain is fully solidified after only around 30s (this result is not shown). The gravity effect on the dispersion of the nanoparticles is not significant in the molten metal. But as explained above, the gravity will make a big difference
during the solidification process, reducing the solidification time and producing well dispersed nano-composites quickly.

Figure 4.9 Fluid flow after 10.0s and 20.0s (gravity direction upward)

Figure 4.10 Particle distributions after 10.0s and 20.0s (gravity direction downward)
As discussed before, for a weaker flow condition, the distribution of nanoparticles gets stable after 20.0s, at which we start the solidification process. Figure 4.11 and Figure 4.12 show the fluid flow and particle distribution after 30.0s and 50.0s with a weaker flow, respectively. It can be seen that 10.0s later after the solidification starts, the fluid flow around the ultrasonic probe (top) becomes more turbulent than before, and several vortexes turn up (see Figure 4.11(a)), but the overall distribution of the nanoparticles stays almost the same (see Figure 4.12 (a)). After 50.0s, it is obvious that more particles are captured by the mushy zone, and almost no particles are at the top of the furnace, which indicates that the uniformity of the particles deteriorates (see Figure 4.12 (b)).

Figure 4.11 Fluid flow after 30.0s and 50.0s with a weaker flow (gravaty direction downward)
4.3 Results with EMS only

Figure 4.13 shows the electromagnetic force distribution interpolated on the Fluent finite volume mesh and fluid flow field in the induction furnace after 1.0s without ultrasonic stirring.

As it can be seen, the electromagnetic forces mainly distribute in the skin layer due to skin effect. Also, the flow consists of two axisymmetric recirculating loops, consistent with the computed curl of the EM force field.
When the induction stirring is taken into consideration, the fluid flow and particle distributions after 1.0s and 3.0s are shown in Figure 4.14, respectively. Compared to the results without EMS (Figure 4.1), the fluid flow pattern is basically the same, because the induced flow by induction stirring is relatively weak compared to that induced by ultrasonic stirring. But there are still some differences especially at the center of the furnace that the flow at the bottom becomes weaker than that at the top because of the induction stirring. It can also be seen that there are considerable number of particles in the center of the furnace, which indicates that the particle distribution becomes even better than before. It can be explained that induction stirring modifies the fluid flow, making it more uniform.
Figure 4.14 Fluid flow and particle distributions after 1.0s and 3.0s with EMS (gravity direction upward)
As it can be seen in Figure 4.14 (d) that, after 20s, the nanoparticles are dispersed quite well throughout the metal matrix, which is also validated by SEM analysis [119, 120].

Figure 4.15 and Figure 4.16 show the fluid flow and particle distributions with a weaker flow and EMS after 1.0s and 20.0s, respectively. As the fluid flow is weaker, the particle dispersion is slower. And the flow fields after 3.0s and 20s are not exactly the same, because the flow after 3.0s is not fully developed yet. Besides, even the fully developed flow pattern is not as regular as before (see Figure 4.5(b)), that there are several recirculating loops, because the induction stirring, which cannot be neglected, is playing a major role on the fluid flow.

After 20s, the distribution of the nanoparticles becomes stable, but it changes a lot compared to Figure 4.6(b), there are much fewer particles at the top (around the probe) where fluid flow is relatively stronger.

(a) After 1.0s  
(b) After 20.0s

Figure 4.15 Fluid flow after 1.0s and 20.0s with a weaker flow and EMS
(gravity direction downward)
After 1.0s

After 20.0s

Figure 4.16 Particle distributions after 1.0s and 20.0s with a weaker flow and EMS

(gravity direction downward)

4.4 Results with both EMS and PEP Model

Figure 4.17 shows the fluid flow and particle distributions after 10.0s and 30.0s with EMS during solidification process, respectively. As it can be seen, when solidification starts, the fluid flow is damped in the mushy zone as well, and particles approaching the solidification front are captured. As it can be seen in Figure 4.17(d) that, after 20s, the nanoparticles are dispersed quite well throughout the metal matrix, which is also validated by SEM analysis [119, 120]. Generally speaking, the fluid flow and nanoparticle distributions don’t change too much compared with the results without EMS when the fluid flow is strong.
Figure 4.17 Fluid flow and particle distributions after 10.0s and 30.0s with EMS

(gravity direction downward)
In order to perform a more detailed particle distribution analysis, the geometry is divided into 150 slices (1 mm each) along vertical direction and 75 slices (0.5 mm each) along radial direction, thus there are 11250 cells in total (including the probe area). The numbers of particles in each slice and cell are counted. Particle distributions along vertical and radial direction after 3s, 10s and 30s, and overall particle distribution after 30s are shown in Figure 4.18, Figure 4.19, and Figure 4.20, respectively.

It can be seen from Figure 4.18 that, the distribution along vertical direction after 3s is very uniform. As solidification starts, more and more particles are captured by the solidification front, thus there are fewer and fewer particles on the top of the furnace (away from the solidification area). In Figure 4.19, generally along radial direction, further away from the symmetry, more particles present. However, there is a peak at the middle area because of the flow vertex. Moreover, a more intuitive observation of the overall particle distribution can be obtained from Figure 4.20.
Figure 4.18 Particle distribution along vertical direction after 3s, 10s, and 30s

Figure 4.19 Particle distribution along radial direction after 3s, 10s, and 30s
Figure 4.20 Overall particle distribution after 30s

Figure 4.21 shows the fluid flow after 30.0s and 50.0s with a weaker flow and EMS during solidification process, respectively. When solidification starts (after 20.0s), the fluid flow changes significantly because the induction stirring furnace is stopped. In addition, it can be observed that the flow pattern will become almost the same as that with a strong flow.
Figure 4.21 Fluid flow after 30.0s and 50.0s with EMS (gravity direction downward)

Figure 4.22 shows the particle distribution after 30.0s and 50.0s with a weaker flow and EMS during solidification process, respectively. As shown in Figure 4.16(b), for a weaker flow, after 20s, the distribution of the nanoparticles becomes stable. Then, 10s later after solidification starts (i.e. after 30.0s), the overall distribution of the nanoparticles becomes even more uniform because more particles can be taken to the top (see Figure 4.22(a)). Finally, 30s later after the start of solidification (i.e. after 50.0s), more particles are captured by the mushy zone, and consequently fewer particles stay at the top (see Figure 4.22(b)), however the overall distribution is still relatively uniform.
Particle distributions along vertical and radial direction after 20s, 30s and 50s, and overall particle distribution after 50s are shown in Figure 4.23, Figure 4.24, and Figure 4.25, respectively. It can be seen that the change of particle distribution during solidification is not as obvious as that with a stronger flow, and the peak of the distribution along radial direction is relatively smaller than before. From Figure 4.25, we can see that the distribution is even more uniform than that with a stronger flow (compared to Figure 4.20).

Table 4.1 shows the standard deviations of the overall particle distribution with strong flow (after 3s, 10s and 30s) and weak flow (after 20s, 30s and 50s). It confirms that the particle distributions with a weak flow is more uniform than those with a strong flow.
Figure 4.23 Particle distribution along vertical direction after 20s, 30s, and 50s

Figure 4.24 Particle distribution along radial direction after 20s, 30s, and 50s
Table 4.1 Standard deviations of overall particle distribution with strong flow and weak flow

<table>
<thead>
<tr>
<th>Time</th>
<th>Strong flow</th>
<th>Weak flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>After 3s</td>
<td>2.19</td>
<td>After 20s</td>
</tr>
<tr>
<td>After 10s</td>
<td>2.81</td>
<td>After 30s</td>
</tr>
<tr>
<td>After 30s</td>
<td>2.28</td>
<td>After 50s</td>
</tr>
</tbody>
</table>

4.5 Molecular Dynamics Simulation Results

In solid-state systems, the centro-symmetry parameter (CSP) developed by Kelchner et al. [121] is a useful measure of the local lattice disorder around an atom and can be used to characterize whether the atom is part of a perfect lattice, a local defect (e.g. a dislocation or stacking fault), or at a surface [22]. The CSP of an atom having $N$ nearest neighbors is defined as
\[ CSP = \sum_{i=1}^{N/2} \left| \mathbf{r}_i + \mathbf{r}_{i+N/2} \right|^2 \]

(4-1)

Where \( \mathbf{r}_i \) and \( \mathbf{r}_{i+N/2} \) are vectors from the central atom to a particular pair of nearest neighbors.

The number of nearest neighbors taken into account is \( N = 12 \) for fcc and \( N = 8 \) for bcc. The CSP is close to zero for regular sites of a centrosymmetric crystal and becomes non-zero for defect atoms. If the atom does not have \( N \) neighbors (within the potential cutoff), then its centrosymmetry parameter is set to 0. For example, the SiC nanoparticle is constructed of diamond lattice structure which has 4 nearest neighbors. If \( N \) is set to be 12 for fcc (Al), then the CSP for Si and C atoms will always be 0. However, the method can only be applied to the class of centrosymmetric lattices (which does not include hcp, for example), and it provides no means of distinguishing multiple centrosymmetric crystal phases [122].

In the study, we use the centro-symmetry parameter (CSP) to discriminate between “liquid” and “solid” atoms in the cell. A color map from blue (0-solid) to red (18-liquid) is used as shown in Figure 4.26. However, the CSP of Al atoms at the surface and the interface of SiC and Al will always be treated as “liquid” atoms as can be seen in Figure 4.26.

In order to study the solidification process, we need to know the equilibrium melting temperature, which is a crucial reference point. A smaller system with dimensions of 6 nm×6 nm×20 nm and a Φ2 nm SiC particle is used to save computational time. Initially the top 1/4 and bottom 1/4 atoms are fixed, and the others are melted at high temperature of 2000K employing a Nose-Hoover thermostat as shown in Figure 4.27(a). Keeping the solid atoms fixed, the liquid atoms are subsequently quenched to an estimated melting temperature and equilibrated over 50 ps. Then, the whole system is allowed to relax up to 500 ps with the temperature maintained at the estimated value of \( T_m \).
Figure 4.26 Centro-symmetry parameters for Al in the system

(a) Initial condition    (b) Result at 785 K    (c) Result at 800 K

Figure 4.27 Calculation of equilibrium melting temperature
If $T_m$ is larger than the melting temperature, the whole system will become liquid eventually (e.g. Figure 4.27(c)), otherwise, it will become solid (e.g. Figure 4.27(b)). The equilibrium melting can also be determined from the evolution of potential energy of the solid-liquid coexistence system [123].

Figure 4.28 shows evolution of potential energies of the solid-liquid coexistence system at different temperatures. It can be seen that the potential energies increase with time at temperatures above 788K, indicating that the system is melting, while the potential energies decrease with time at temperatures below 787K. Thus, the equilibrium melting temperature is estimated to be 787~788K, which is about 146K below the theoretical melting temperature of pure aluminium.

In order to eliminate the influence of the SiC particle, it is removed from the system, and the evolution of potential energies of the system at different temperatures is shown in Figure 4.29. Melting temperature obtained for pure aluminum with current EAM potential is between 789~790 K, which is about the same as before. So we can conclude that the EAM potential file from Winey [117] cannot accurately calculate the properties of the system. But it should be able to serve our purpose to predict the behaviour of the SiC during solidification.
Figure 4.28 Evolution of potential energies of the system at different temperatures

Figure 4.29 Evolution of potential energies of the system without SiC particle at different temperatures
The two phase Al system is established by holding fixed the atoms in solid Al region of the original crystalline lattice and melting the liquid Al region by raising the temperature to some temperature above the melting point. Figure 4.30 shows the solid/liquid status of the system after 10 ps and 40 ps. The whole system is equilibrated after 40ps, then the initial solid Al atoms are fixed at some temperature (500 K) below the melting point, and Si, C, and liquid Al atoms with the micro-canonical ensemble (NVE – constant atom number, volume and energy) will “release heat” through the solid atoms.

![Figure 4.30 Solid/liquid status of the system after 10 ps and 40 ps](image)

(a) After 10 ps
(b) After 40 ps

Figure 4.30 Solid/liquid status of the system after 10 ps and 40 ps

Figure 4.31 shows the solid/liquid status of the system after 100 ps, 200 ps, 300 ps, 400 ps, 500 ps, and 600 ps, respectively.
Figure 4.31 Solid/liquid status of the system after 100 ps, 200 ps, 300 ps, 400 ps, 500 ps, and 600 ps
As it can be seen from Figure 4.31(a), when the liquid/solid interfaces are far away from the SiC nanoparticle, both of the interfaces at the top and bottom are flat. When the interface at the bottom approaches the SiC nanoparticle, a trough is formed below the particle (see Figure 4.31(b)). As time goes on, the interface at the bottom passes through the particle and the interface at the top approaches the particle (see Figure 4.31(c) and Figure 4.31(d)). Finally, these two interfaces meet each other, become one, and disappear (see Figure 4.31(e) and Figure 4.31(f)).

However, we may not notice the movement of the SiC nanoparticle from Figure 4.31, because it is extremely small. Figure 4.32 plots the position of the SiC nanoparticle with time. As it can be seen, the horizontal movement ($x$ and $y$) of the nanoparticle is negligible. But in $z$
direction (vertical), the particle moves down towards the liquid/solid interface at the bottom in the beginning, and when the interface from the top approaches it, the particle moves up towards that interface again. So it is confirmed during the solidification process, the SiC nanoparticle will be engulfed by the solidification front instead of being pushed.

Figure 4.32 Position of SiC nanoparticle during solidification

Figure 4.33 shows the Solid/liquid status of the system with a Φ20 nm SiC nanoparticle after 100 ps, 200 ps, 300 ps, 400 ps, 500 ps, and 600 ps. When the particle size is larger, the change of the solid/liquid interfaces due to the effect of nanoparticle is even clearer, but the total solidification time stays almost the same. Figure 4.34 plots the position of a Φ20 nm SiC nanoparticle with time. As it can be seen, the general trend is basically the same as that with a smaller particle, but the maximum displacement is higher because the interaction of the SiC nanoparticle and the solid/liquid interfaces stays longer time.
Figure 4.33 Solid/liquid status of the system with a Φ20 nm SiC nanoparticle after 100 ps, 200 ps, 300 ps, 400 ps, 500 ps, and 600 ps
Figure 4.33 Solid/liquid status of the system with a Φ20 nm SiC nanoparticle after 100 ps, 200 ps, 300 ps, 400 ps, 500 ps, and 600 ps (continued)

Figure 4.34 Position of a Φ20 nm SiC nanoparticle during solidification
CHAPTER 5 – EXPERIMENTAL VALIDATION

5.1 Experimental Approach

Aluminum alloy A356 and 6061 are selected as the metallic matrix because they are widely used. The ceramic nanoparticles used in this study are β-SiC (spherical shape, average diameter of 55nm). The ultrasonic processing system used in this study is illustrated in Figure 5.1. It includes the generator, Nb ultrasonic probe, injector, induction furnace and ASTM B108-02 standard metal mold. The main parameters of the ultrasonic equipment are: maximum power, \( P=2.4\text{kW} \) and frequency, \( f=18\text{kHz} \). An induction furnace with a capacity of 2.7 kg is used to melt the alloy. After the alloy is melted, the Nb ultrasonic probe is inserted to about 50 mm beneath the melt surface to perform ultrasonic stirring at 1.75 kW power and 18 kHz frequency. 1 wt% nanoparticles are added into the cavitation area (just beneath the ultrasonic probe) during a 15 min time-frame. The molten pool is protected by Argon gas atmosphere. A thermocouple is used to monitor the melt temperature to control the superheat. A higher pouring temperature of 750°C is used to minimize the formation of metal-mold filling defects including cold-shuts. The metal mold is preheated to 400°C. The specimen are extracted from the metal mold after 30 min and tested on a tensile test machine. The dimensions of the specimen are 50.8 mm length and 12.7 mm diameter. The experiments are repeated several times for statistical interpretation of the results.

Another set of experiments applying UST treatment during solidification are performed to better understand the effects of UST with and without nanoparticles on the solidification microstructure. The base experiment is done by melting the A356 alloy and turning off the
furnace to let the molten metal solidify. The UST experiment is done by melting the A356 alloy and turning off furnace, and then during solidification, treating the molten alloy with UST for 4 min. The UST with nanoparticles (1% SiC) experiments are performed by melting the A356 alloy, adding the nanoparticles (1% SiC) assisted by UST for 15 min, turning off furnace, and then during solidification, treating the molten alloy with UST for 4 min.

(a) Experimental setup
(b) Ultrasonic generator
(c) ASTM B108-02 standard metal mold

Figure 5.1 UST equipments
5.2 Microscopy Analysis of 6061-based with 1.0 wt.% SiC samples

Figure 5.2 shows SEM and EDS analysis of the 6061-based 1.0 wt.% SiC nanocomposites samples. Tensile fracture surface (Figure 5.2(a)) is used to find nanoparticles. Figure 5.2(b) and (c) show the EDS spectrum of elements in the 6061 nanocomposites, in which Si and C are both detected in the nanocomposite sample. The only possible source of the C showing in the EDS spectrum is from SiC nanoparticle addition.

(a) SEM tensile fracture surface

Figure 5.2 SEM and EDS analysis of the 6061-based 1.0 wt.% SiC nanocomposites [120]
Figure 5.2 SEM and EDS analysis of the 6061-based 1.0 wt.% SiC nanocomposites (continued)
Figure 5.2 SEM and EDS analysis of the 6061-based 1.0 wt.% SiC nanocomposites (continued)

It can be seen from Figure 5.2(d) that the SiC nanoparticles are dispersed reasonably well into the 6061 matrix. However, some insignificant agglomeration can be observed as well.

5.3 Microscopy Analysis of A356-based Nanocomposites Treated during Solidification

Figure 5.3 shows the microstructures of non-UST and UST+1.0 wt.% SiC treated A356 samples. It is obvious that the samples without UST treatment and without SiC reinforcement have coarser microstructures. It can also be observed that the Si eutectic structure (black area) is more modified in the UST + SiC treated samples.
Figure 5.3 Microstructures of non-UST and UST+SiC treated A356 samples [15]
Figure 5.4 shows the SEM results at X50 magnification for UST+1% SiC treated A356 samples. It can be seen that the SiC nanoparticles are dispersed reasonably well into the A356 matrix. It also confirms the optical microscope results that grain structure is refined to achieve globular morphology.

(a) SEM pictures

(b) EDS mapping result for Si element

(c) EDS mapping result for C element

Figure 5.4 SEM results at X50 magnification for UST+1% SiC treated A356 samples [15]
Figure 5.5 shows the EDS mapping results at different magnifications for UST+1% SiC treated A356 samples. Similar conclusion can be made that the SiC nanoparticles are dispersed reasonably well into the A356 matrix. It can also be seen that C element tends to gather around the grain boundary area where the Si eutectic phase is located. This confirms the literature result [124] about the interfaces between the SiC particles and the alloy matrix. It also reveals that the SiC particles appear to act as substrates for the nucleation of the Si phase.

(a) Al (in green), Si (in red) and C (in blue) elements at X50 magnification

Figure 5.5 EDS mapping results at different magnifications for UST+1% SiC treated samples

[125]
(b) Al (in blue), Si (in green) and C (in red) elements at X200 magnification

Figure 5.5 EDS mapping results at different magnifications for UST+1% SiC treated samples

(continued)
6.1 Conclusions

A comprehensive magneto-hydro-dynamics (MHD) model built with ANSYS Fluent and ANSYS Maxwell is adapted to investigate the dispersion of SiC nanoparticles into a 6061 matrix with different injection positions, flow magnitudes and gravity directions under ultrasonic stirring and unidirectional solidification processing conditions.

Dense discrete phase model (DDPM) accounting for viscous drag force, buoyancy force, gravitational force, virtual mass force, Saffman’s lift force and interfacial force, associated with a particle engulfment and pushing (PEP) model is developed using Fluent UDF.

3D molecular dynamics simulations of the interatomic interactions between a SiC nanoparticle and the liquid/solid aluminum interface using hybrid potentials (EAM, Morse and Tersoff potentials) are fulfilled in LAMMPS. UA High-Performance Computing Cluster (HPCC) is employed in order to meet the requirement for large-scale computing.

The simulation results reveal the following:

1) The fluid flow is much stronger at the center of the furnace than that near the wall.
2) The fluid flow after 3.0s is almost the same as that after 1.0s because both of them are fully developed with a strong flow condition and one-way coupling.
3) The nanoparticles are following the fluid flow.
4) The nanoparticles are well dispersed after 3.0 sec into the molten alloy with a strong flow.
5) Relatively fewer nanoparticles stay at the center where the fluid flow is stronger, which indicates that the nanoparticles are taken away by the strong flow.
6) The injection position does not affect the final distribution of the nanoparticles, as long as the fully developed fluid flow is strong enough to disperse the nanoparticles throughout the furnace.

7) If the gravity direction is opposite to the direction of the stronger flow at the center of the furnace, it will retard the development of the flow and result in a different flow pattern for non-fully developed flow.

8) Fully developed fluid flow with an opposite gravity direction is almost the same as before, because the gravitational force is relatively weak compared to the drag force, if the flow is very strong.

9) The final distribution of nanoparticles with an opposite gravity direction looks similar as before, and the general trend is basically the same.

10) Fully developed flow pattern with a weaker flow is almost the same as before, except that the magnitude is much smaller.

11) If the fluid flow is not strong enough, the final distributions of nanoparticles are different with different injection positions.

12) When solidification starts, the fluid flow is damped in the mushy zone.

13) Some agglomerations in the solid can be observed because the nanoparticles approaching the solid/liquid interface are engulfed.

14) The gravity will play an import role during the solidification process when the flow is damped.

15) Induction stirring modifies the fluid flow to some extent, making it more uniform.

16) Induction stirring will play a major role on the fluid flow if the flow is weak.
17) The fluid flow and nanoparticle distributions during solidification don’t change too much compared with the results without EMS when the fluid flow is strong.

18) The flat liquid/solid interface approaching the SiC nanoparticle will be changed that a trough will form around the particle.

19) It is confirmed that the SiC nanoparticle will be engulfed by the solidification front instead of being pushed based on the movement of the particle against the liquid/solid interface.

20) The displacement of the SiC nanoparticle will be even greater with a bigger particle because the duration of the interaction between the nanoparticle and solid/liquid interface is longer.

6061-based and A356-based nanocomposites reinforced with 1.0 wt.% SiC nanoparticles are fabricated, and SEM and EDS analyses are conducted to investigate the nanodispersion. The experimental results reveal the following:

1) The nanoparticles are dispersed reasonably well in the metal matrix, but some insignificant agglomeration still occurs.

2) The A356 samples without UST treatment nor SiC reinforced have coarser microstructures.

3) In the A356 alloy matrix, SiC nanoparticles tend to gather around grain boundary area which is mostly the Si eutectic phase.

4) The SiC nanoparticles may act as substrates for the nucleation of the Si phase.

6.2 Main Contributions of This Study

1) A detailed literature review was performed, which revealed the effects of ultrasonic technology on the molten metal and solidification processing, strengthening mechanisms for metal-matrix-nano-composites, and advanced numerical modeling of induction stirring and
particle engulfment and pushing, as well as molecular dynamics simulation of solidification processes.

2) A comprehensive magneto-hydro-dynamics (MHD) model was built with ANSYS Fluent and ANSYS Maxwell to investigate the dispersion of SiC nanoparticles into a 6061 matrix.

3) A particle engulfment and pushing model was developed to deal with ceramic nanoparticles approaching the liquid/solid interface in solidifying metallic alloys.

4) The influences of injection position, gravity, electromagnetic stirring and intensity of ultrasonic stirring on the dispersion of nanoparticles during molten metal and solidification processing were investigated.

5) The complex interactions between a SiC nanoparticle and the Al liquid/solid interface were analyzed with a 3D molecular dynamics model using LAMMPS on the High Performance Computing Cluster (HPCC) at the University of Alabama.

6) The assumption that ultrafine particles will be engulfed by the solidification front instead of being pushed was proved through MD simulation.

7) Two sets of Al-based nanocomposites were fabricated, and microscopy analyses were conducted for these samples, which confirmed that the nanoparticles were dispersed reasonably well in the metal matrix.

6.3 Recommendations for Future Work

1) Further improve the particle engulfment and pushing model based on the data obtained from molecular dynamics simulation.

2) Fully couple the nanodispersion CFD model with the ultrasonic cavitation model.

3) Investigate the effects of the size and mass fraction of nanoparticles.
4) Improve the particle engulfment and pushing model to account for dendritic structures of the alloy during solidification.

5) Study the effects of undercooling, solidification velocity, particle size, and particle composition on the mechanism of engulfment and pushing by molecular dynamics simulation.

6) Develop a numerical strengthening model to account for all the possible strengthening mechanisms.

7) Conduct the scanning transmission electron microscopy (STEM) analysis of the as-cast 6061/A356 nanocomposites to better understand the effects of the ultrasonic cavitation processing on the dispersion of the nanoparticles and the interaction between the metal matrix and the nanoparticles.

8) Investigate the influence of ultrasonic cavitation and acoustic streaming on the microstructure evolution of alloys under both high and low superheat conditions.
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APPENDIX I – TERSOFF POTENTIAL VALUES FOR SiC

# Si and C mixture, parameterized for Tersoff potential
# this file is from Rutuparna.Narulkar @ okstate.edu
# values are from Phys Rev B, 39, 5566-5568 (1989)

# Tersoff parameters for various elements and mixtures
# multiple entries can be added to this file, LAMMPS reads the ones it needs
# these entries are in LAMMPS "metal" units:
#   A,B = eV; lambda1,lambda2,lambda3 = 1/Angstroms; R,D = Angstroms
#   other quantities are unitless

# format of a single entry (one or more lines):
# element 1, element 2, element 3,
#    m, gamma, lambda3, c, d, costheta0, n,
#    beta, lambda2, B, R, D, lambda1, A

<table>
<thead>
<tr>
<th>Element</th>
<th>Element</th>
<th>Element</th>
<th>Parameter 1</th>
<th>Parameter 2</th>
<th>Parameter 3</th>
<th>Parameter 4</th>
<th>Parameter 5</th>
<th>Parameter 6</th>
<th>Parameter 7</th>
<th>Parameter 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>C</td>
<td>C</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>38049</td>
<td>4.3484</td>
<td>-.57058</td>
<td>.72751</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000015724</td>
<td>2.2119</td>
<td>346.7</td>
<td>1.95</td>
<td>0.15</td>
</tr>
<tr>
<td>Si</td>
<td>Si</td>
<td>Si</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>100390</td>
<td>16.217</td>
<td>-.59825</td>
<td>.78734</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0000011</td>
<td>1.73222</td>
<td>471.18</td>
<td>2.85</td>
<td>0.15</td>
</tr>
<tr>
<td>Si</td>
<td>Si</td>
<td>C</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>100390</td>
<td>16.217</td>
<td>-.59825</td>
<td>.78734</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0000011</td>
<td>1.73222</td>
<td>471.18</td>
<td>2.36</td>
<td>0.15</td>
</tr>
<tr>
<td>Si</td>
<td>C</td>
<td>Si</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>100390</td>
<td>16.217</td>
<td>-.59825</td>
<td>.78734</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0000011</td>
<td>1.97205</td>
<td>395.126</td>
<td>2.36</td>
<td>0.15</td>
</tr>
<tr>
<td>C</td>
<td>Si</td>
<td>Si</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>38049</td>
<td>4.3484</td>
<td>-.57058</td>
<td>.72751</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000015724</td>
<td>1.97205</td>
<td>395.126</td>
<td>2.36</td>
<td>0.15</td>
</tr>
<tr>
<td>C</td>
<td>Si</td>
<td>C</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>38049</td>
<td>4.3484</td>
<td>-.57058</td>
<td>.72751</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000015724</td>
<td>2.2119</td>
<td>346.7</td>
<td>1.95</td>
<td>0.15</td>
</tr>
<tr>
<td>C</td>
<td>C</td>
<td>Si</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>38049</td>
<td>4.3484</td>
<td>-.57058</td>
<td>.72751</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00000015724</td>
<td>2.2119</td>
<td>346.7</td>
<td>2.36</td>
<td>0.15</td>
</tr>
<tr>
<td>Si</td>
<td>Si</td>
<td>Si</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>100390</td>
<td>16.217</td>
<td>-.59825</td>
<td>.78734</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0000011</td>
<td>1.73222</td>
<td>471.18</td>
<td>2.85</td>
<td>0.15</td>
</tr>
</tbody>
</table>