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ABSTRACT

Scientific software is code written by scientists for the purpose of doing research. While the results of this software development have been widely published, there has been relatively little publication of the development of this software. There have been even fewer publications that look at the software engineering aspects of scientific software development and fewer still that have suggested software engineering techniques that will help scientists develop the software that is relied on for much of our modern knowledge. The software engineers who have studied the development processes of scientific software developers agree that scientists would be able to produce better software if they had the knowledge and familiarity to use specific software engineering practices. The primary focus of this dissertation is to provide that knowledge to scientific software developers in order to better enable them to produce quality software as efficiently as possible. In order to achieve this focus, this dissertation has three aspects. First, this dissertation provides a literature review of the claims that have been made in the software engineering and scientific software literature culminating in a list of claims about software engineering practices. Scientific software developers can use this list to find practices they are unaware of that should prove useful to their development. Additionally, software engineers can use the list to help determine what practices need support for the scientists to be able to take advantage of them. Second, this dissertation provides a series of surveys that capture the current state of software engineering knowledge in the scientific software development community. The results of these surveys show that scientific software developers are unfamiliar with many of the practices that could help them address their
most challenging issues. Third, this dissertation provides examples that show, with support from software engineers, scientific software developers can take advantage of practices that have proven useful in traditional software engineering and increase the quality of their work without requiring an overwhelming amount of extra work.
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Chapter 1

INTRODUCTION

Scientists and engineers use software models to replace dangerous or expensive experimentation and to conduct studies that would not be possible otherwise. The following text provides examples from three scientific domains that frequently use software models: climate science, earth science, and nuclear science. In climate science, software models allow meteorologists to predict future weather conditions and dangerous weather events. Without these models, meteorologists are limited to manually examining historical weather patterns to extrapolate predictions about future weather. This historical approach is time-intensive, which is problematic in the face of the rapid pace of changing weather conditions. Additionally, the historical approach primarily gives general predictions, which means it is likely less accurate than the results given from the models.

A different problem emerges in other fields, for example many of the phenomena studied in earth science occur so slowly that it is inefficient to experiment with them physically. Software models allow earth scientists to speed up the effects of their experiments. Yet another problem emerges in the field of nuclear science: the problem of safety. It is much safer for scientists to simulate the effects of nuclear reactions than to conduct a physical experiment.

As these examples highlight, scientists and engineers are increasingly reliant on the results of software simulations to inform their decision-making process. Because of this reliance, it is vital for the software to return accurate results. While the correctness of the science behind the software is the most important factor in the accuracy of results, the correctness and quality of the software is
also extremely important. The field of software engineering provides tools and methods that help
developers increase and verify software quality.

1.1 Problem Statement

Because a scientific or engineering problem must be sufficiently complex to require the de-
velopment of software, developers often need advanced technical training, most frequently a PhD,
in the area to understand the needs of the problem. This situation differs from a traditional soft-
ware development environment such as where a high-level of domain knowledge is not as strictly
required. This requirement of detailed domain knowledge frequently means that a scientific soft-
ware developer lacks the software development knowledge that a “traditional” software developer
would have. In turn, various aspects of software quality may be lower. Software engineering
provides development methodologies, verification, validation, and testing techniques as well as
version control and issue tracking tools that have the potential to increase the quality of scientific
software. However, it appears that the prevalence of their use in scientific software is relatively
low.

In addition to the software quality problems, scientists and engineers have a problem with
productivity. According to Faulk et al., even though the speed of computers is rapidly increasing,
it is becoming more difficult for scientists to actually do useful work. Faulk says that the reason
for this situation is that “the dominant barriers to productivity improvement are in the software
processes.” In other words, the development approach that is primarily used in scientific software
contains bottlenecks. Faulk also claims that these bottlenecks cannot be removed “without fun-
damentally changing the way scientific software is developed.” [9] A major strength of software
engineering is that it can increase productivity. Therefore, low productivity is another issue in
which software engineering techniques can help scientific software developers.
Scientific software projects have a common set of characteristics which, according to Basili et al. [2], provide a source of knowledge that is essential to understand the claims made about the application of software engineering to scientific software projects.

First, many scientific software developers learn software development from other scientific software developers rather than via a formal software engineering education [7]. Unfortunately, the other scientific software developers also tend to lack formal software engineering training. Because scientific software developers do not have formal training, their ideas of what constitutes software engineering is limited. This lack of training means that they are likely unaware of techniques they could use that would allow them to have a much greater level of control over the quality of their code. Even when scientific software developers are familiar with certain software engineering techniques, they may not know how to properly apply them, leading them to decide that the cost of using software engineering techniques outweighs the benefits they provide.

Second, many of the software projects are not initially designed to be large, but do become large after initial trials prove successful [2]. Because the programs are not intended to be large, scientific software developers often do not take care to ensure that their code is easy to maintain. When scientific software developers have to later modify their code to add new features, these modifications require more effort than they should.

A final characteristic of scientific software is that it is generally used internally, that is either by its creator or by another member of the creator’s research group [2]. Because the software is used internally, the belief is that understandability by external developers is less important. As a result, the software is often difficult to read and poorly commented. These practices lead to software that is less maintainable, which is problematic if someone new joins the team or if one of the primary developers stops working on the code for some period and then returns to it.
It is important to understand that there is not one monolithic community of scientific software developers. According to Basili et al. [2], there are three primary variables that characterize the development of software for any individual researcher or group of researchers. The first variable is *team size*. In scientific software, the size of a team is usually either a single researcher who serves as his own developer or a large group. According to Basili, the large groups tend to consist of multiple groups that may not even be co-located.

The second variable is the useful *lifetime* of the software. Software that is only expected to be executed once or twice does not require as much formal software engineering or need as much optimization as software that is going to be used multiple times, i.e. a scientific simulation or a scientific library. In this case, formal engineering is not as important because the additional work required is not justified by the lifetime of the software. Additionally, when software is only executed once or twice, the effort required to optimize its performance can easily overwhelm the performance increase this effort generates.

The final variable is the *intended users* of the software. The users can be internal, external, or both. In the case of internal users, the developers do not tend to care as much about the quality of the user interface because they will be using the software themselves. When the software is going to be used externally, the quality of the user interface is more important. Additionally, when the software is going to be modified by external developers, it must be readable and maintainable. Cases where both internal and external users are supported result in an additional layer of complication because multiple software versions must be maintained.

The previous discussions all lead into the following problem statement that my dissertation will address. *Scientific software development has many of the same needs as traditional software development. Therefore, scientific software developers would be helped by adopting the techniques*
that have proven to be effective in traditional software engineering development. However, because there are many differences in the developers themselves, these techniques will need to be tailored to fit the scientific software context.

1.2 Study Rationale

Traditional software development focuses on fulfilling the needs of a customer. In particular, software engineers focus on a process that has been shown to lead to the creation of software that better fulfills those needs. This focus on the process has led software engineers to emphasize quality of the code itself. Scientific software, on the other hand, exists to answer scientific or engineering questions that are difficult or impossible to answer experimentally due to constraints on time, expense, or the danger of performing the experiment. Because the most important goal for scientific software developers is the creation of new scientific knowledge, the relative emphasis scientific software developers place on various software quality attributes (i.e. correctness of code, maintainability, and reliability) has been historically lower than that given by traditional software developers [8]. Furthermore, there is no guarantee that software techniques will work for scientific software development without modification. In fact, Segal, et al. suggest that software techniques would have to be tailored for use in scientific software development [13].

In software that will be used for an extended period of time, the most expensive part of development is in the maintenance stage. In some cases, this stage can take up as much as 90% of the total effort devoted to a software project. While many scientific software projects are small projects that serve as more proof-of-concept than long term software development efforts, there are also a large number of projects, such as library development or searches for a new material, that are continually developed over many years. These projects, just as with traditional software projects, will necessarily undergo a number of changes in their lifecycles. Because of this need
for continued change, the developers will be required to perform maintenance tasks on the software. Software engineers have determined that many factors contribute to the ease of maintaining software, including readability, preservation of knowledge across a team, and testing.

In addition to the long-term projects mentioned previously, scientific software developers frequently explore many similar phenomena. The development process for these similar projects would be simplified if they could more easily reuse software. Many of the same factors that contribute to maintainability also contribute to reusability: readability, preservation of knowledge, and testing.

1.3 Hypotheses

The specific areas of scientific software quality this dissertation seeks to improve are maintainability and reusability. As these two qualities greatly affect the cost of developing software in traditional software domains [3, 4], this dissertation hypothesizes that the same would prove true in the scientific software domain. In order to show that these qualities will decrease the cost to scientific software developers, this dissertation will look at the three sub-areas of readability, preservation of knowledge, and testing. Readability, preservation of knowledge, and testing are subareas of both maintainability and reusability. Improvement in each of these areas has been shown to improve both maintainability and reusability of traditional software [1, 5, 10, 14]. In traditional software engineering, code reviews have been found to have a significant impact on the readability of software and the preservation of knowledge among members of the development team [1]. In order to show that these techniques will have similar effects on scientific software development, this dissertation covers a number of hypotheses:

- The use of peer code reviews will significantly improve the readability of scientific software.
• The use of peer code reviews will significantly increase the preservation of knowledge across a scientific software development team.

• The use of uniform coding standards across a scientific software development team will increase the readability of scientific software.

• The use of regression and integration testing in concert will provide a means for scientific software developers to show that their software is “more .”

1.4 Methodology

Because scientific software development has many of the same needs as traditional software development, this dissertation shows that software engineering techniques can be applied or modified to increase the maintainability and reusability of scientific software. In particular, this dissertation shows that peer code reviews, regression testing, and integration testing provide a noticeable increase in the quality of scientific software without requiring a large amount of additional work by scientific software developers. In order to show that these improvements can be obtained efficiently, this dissertation focuses on a number of techniques that have been shown to increase the qualities that make software maintainable and reusable. The most important criterion for both of these characteristics is “correctness.” The correctness of the software is particularly important in scientific software development because the expected output of the software is often unknown. The more confident a scientific software developer can be in the correctness of his/her software implementation of the underlying algorithm, the more confident he/she can be in the correctness of that algorithm. In addition to being “correct,” in order to re-use software, it must be modular enough that useful portions of the software can be used without needing to keep the parts of the software that do not apply to the new problem.
This dissertation is composed of three articles used to show that software engineering techniques can increase the maintainability and reusability of Computational Science and Engineering software as follows:

1. **Article 1 - Literature Review** to determine the views of the usefulness of software engineering techniques for scientific software development.

2. **Article 2 - Surveys** to determine the current state of software engineering knowledge and the use of software engineering practices in scientific software development.

3. **Article 3 - Case Studies**: (1) Peer code review in scientific software development and (2) Integration and Regression testing in scientific software development.

The first article describes the results of a systematic literature review conducted to understand the views of the scientific and software engineering communities on the usefulness of software engineering practices and tools for scientific software development. This literature review examined papers from both the scientific and software engineering domains and the claims made in those papers. The literature review provided a list of software engineering practices, the claims that had been made about the usefulness and effectiveness of those practices for scientific software development, and an analysis of the types of evidence used to support those claims. This last analysis showed that many of these claims have not been supported with evidence stronger than personal experience, which means that further analysis is needed.

While the literature review gave a broad overview of the claims from the literature, it did not provide as useful an overview of the practices used by the developers. Additionally, many of the claims need more extensive evaluation beyond personal experience. Therefore, in order to understand the current state of software engineering knowledge and the use of software engineering
practices in scientific software development, the second article describes the results from a series
of surveys of scientific software developers. These surveys asked the developers to rate their
current knowledge and use of a number of fundamental software engineering techniques. It also
asked them what they saw as the major issues facing scientific software development in the future.
The results showed that the developers had, in general, a lack of familiarity with the software
engineering practices that support the testing and verification & validation processes important for
ensuring the quality of their software. In order to address this lack of familiarity, this dissertation
looks specifically at the practices of peer code review, integration testing, and regression testing.

The results of the literature review and the surveys indicated that developers faced issues
specifically with maintainability and reusability of scientific software. To address these issues, the
third article describes the results of informal case studies that sought to teach scientific software
developer teams to utilize peer code review and provide a semi-automated tool that the teams could
use to perform integration and regression testing on their software while requiring minimal extra
effort on their part. The creation of this tool utilized open-source scientific software projects. The
use of open source projects is important because many of these projects are standard libraries that
are used in a wide range of scientific software projects. If the tool did not support these projects,
then it would be of limited use to the scientific software community. These case studies showed
that, with support from the software engineering community, scientific software developers could
take advantage of the software engineering practices of peer code review, integration testing, and
regression testing.

1.5 Summary of Findings

The results of this dissertation will prove beneficial to members of the scientific develop-
ment community as they seek to maintain existing large programs or develop new programs. The
empirical evidence shown by having scientific software development teams use the software engineering techniques will help researchers evaluate the effectiveness of those techniques for their own use. The process of implementing these specific techniques in a scientific software development context will provide insight as to how much tailoring is required to make software engineering practices work in the context of scientific software development teams. The dissertation shows that, while scientific software developers recognize they would benefit from using software engineering practices, those practices that support verification & validation and testing have not been widely adopted. This lack of adoption is important because these areas have been repeatedly identified by both scientists and software engineers as some of the most difficult challenges facing scientific software development. Furthermore, this dissertation shows that scientific software developers were generally unable to evaluate their overall knowledge of software engineering as shown by their knowledge of specific software engineering practices. Finally, the dissertation shows that the software engineering practices of peer code reviews, integration testing, and regression testing are effective at addressing the issues of maintainability and readability in scientific software development.

1.6 Outline of Dissertation

This dissertation is divided into five chapters. Chapter 2 presents a literature review that examined the claims software engineers and scientific software developers have made about the usage of software practices in scientific software development. Chapter 3 presents the results of a pair of surveys that characterize the current status of the knowledge and usage of software techniques in scientific software development. Chapter 4 presents two examples showing that the software techniques of peer code review, integration testing, and regression testing are useful in the context of scientific software development teams. Chapter 5 provides an overview of the major
conclusions of my research, a plan for future work, and a listing of the publications generated by this dissertation.
2.1 Introduction

Scientists and engineers often use computational modeling to replace (or augment) physical experimentation. For the remainder of this paper we will refer to the software created by these scientists and engineers as scientific software. The following examples help to illustrate some of the key reasons why computational models are becoming increasingly important in science and engineering domains. First, computational models allow scientists to react to events in near real-time. In meteorology, computational models allow scientists to adjust their forecasts based upon current conditions and analyze the potential effects of changing conditions. Without such models, meteorologists would have to extrapolate from historical data, which is time-consuming and too slow for real-time forecasts. Second, computational models allow scientists to study phenomena that occur at a very slow pace in reality. In climate science or geology, the slow pace of many natural phenomena make it infeasible for scientists to rely solely on empirical observations to draw conclusions. Computational models allow scientists to study these phenomena at a much more rapid pace. Third, computational models allow scientists to study phenomena that are too precise for manual observation. In astronomy and astrophysics, the combination of software models and advances in digital imaging systems have combined to allow scientists to discover new solar systems that are too faint for human detection. Finally, computational models allow scientists to study phenomena that are too dangerous to study experimentally. In astrophysics, it is much safer for
scientists to use computational models to explore the effects of various types of nuclear reactions compared with conducting physical experiments.

As these examples highlight, scientists and engineers are increasingly reliant on the results of computational modeling to inform their decision-making process. Because of this reliance, it is vital for the software to return accurate results in a timely fashion. While the correctness of the scientific and mathematical models that underlie the software is a key factor in the accuracy of results, the correctness and quality of the software that implements those models is also highly important. Additionally, the software’s performance must be fast enough to provide results within the desired time window. To complicate these requirements, scientific software is typically complex, large, and long-lived. The primary factor influencing the complexity is that scientific software must conform to sophisticated mathematical models [8]. The size of the programs also increases the complexity, as scientific software can contain more than 100,000 lines of code [10, 14]. Finally, the longevity of these projects is problematic due to developer turn-over and the requirement to maintain large existing codebases while developing new code. These characteristics of scientific software development are explored forward in Section 2.2.

In the more traditional software world, software engineering researchers have developed various practices that can help teams address these factors so that the resulting software will have fewer defects and have overall higher quality. For example, documentation and design patterns help development teams manage large, complex software projects. Version control is useful in long-lived projects as a means to help development teams manage multiple software versions and track changes over time. Finally, peer code reviews support software quality and longevity, by helping teams identify faults early in the process (software quality) and by providing an avenue for knowledge transfer to reduce knowledge-loss resulting from developer turn-over (longevity).
Furthermore, software engineering practices are important for addressing productivity problems in scientific software. Even though the speed of the hardware is rapidly increasing, the additional complexity makes it more difficult for scientists to be productive developers. According to Faulk et al, the bottlenecks in the scientific development process are the primary barriers to increasing software productivity and these bottlenecks cannot be removed without a fundamental change to the scientific software development process [16].

The previous paragraphs highlighted the software quality and productivity problems that scientific software developers face. Because developers of more traditional software (i.e. business or IT) have used software engineering practices to address these problems, it is not clear why scientific software developers are not using them. Throughout the literature, various CSE researchers and software engineering researchers have drawn conclusions about the use of software engineering practices in the development of scientific software. To date, there has not been a comprehensive, systematic study of these claims and their supporting evidence. Without this systematic study, it is difficult to picture the actual effectiveness of SE practices in scientific software development. Based on our own experiences interacting with scientific software developers, we can hypothesize at the outset that the relatively low utilization of software engineering practices is the result, at least in part, of two factors: 1) the constraints of the scientific software domain and 2) the lack of formal training of most scientific software developers.

This paper has three primary contributions.

1. A list of the software engineering practices used by scientific software developers;

2. An evaluation of the effectiveness of those practices; and

3. An evaluation of the evidence used to evaluate effectiveness.
Therefore, the goal of this paper is to analyze information reported in the literature in order to develop a list of software engineering practices researchers have found to be effective and a list of practices researchers have found to be ineffective. In order to conduct this analysis, we performed a systematic literature review to examine the claims made about software engineering practices in the scientific software literature and the claims made in the software engineering literature about the usefulness of software engineering practices for scientific software development. In this paper, we define a claim as: any argument made about the value of a software engineering practice, whether or not there is any evidence given to support the argument. In particular, we are interested in identifying those claims that are supported by empirical evidence.

The remainder of this paper is organized as follows: Section 2.2 provides background on previous research about SE for scientific software. Section 2.3 describes the research methodology used in this systematic literature review. Section 2.4 reports the scientists’ and software engineers’ claims about SE for scientific software.

2.2 Background

Traditional software development focuses on the process of developing software to fulfill the needs of a customer. This focus on the process has led software engineers to emphasize quality of the code itself. Scientific software, on the other hand exists primarily to provide insight into important scientific or engineering questions that would be difficult to answer otherwise. Because the goal for scientific software developers is the creation of new scientific knowledge, the emphasis placed on software quality (i.e. correctness of code, maintainability, and reliability) has been historically lower than seen in more traditional software engineering [8]. Furthermore, even for developers who place a great deal of emphasis on software quality, it is likely that at least
some existing software engineering practices must be tailored to be effective in scientific software development [61].

The remainder of this paper focuses on the suitability of existing software engineering practices to address the issues facing scientific software developers. To provide some background, it is important to describe the scientific software community. While the scientific software community is not monolithic, Basili et al. [5] enumerated three characteristics that are common across the majority of the community. In addition to these common characteristics, Basili et al. [5] also enumerate three variables that differentiate projects within the scientific software community. The following subsections describe the common and variable aspects, respectively.

2.2.1 Common Characteristics of Scientific Software Development

These characteristics provide a backdrop that is essential to understand the claims that have been made regarding scientific software development.

1. **Source of software development knowledge** - Rather than obtaining their software development knowledge via a traditional software engineering (or computer science) education, many scientific software developers obtain their knowledge from other scientific developers (who also lack formal training). This lack of formal training often leaves scientific software developers blind to much of the field of software engineering that could provide much greater control over the quality of their code. Additionally, for those software engineering principles with which they are aware, scientific developers may be unsure of how to tailor and apply them in their particular environment. Carver et al. [7] also observed this characteristic.

2. **Unplanned increase in project size** - Rather than expending effort to initially design unproven software to be useful on a large scale, scientific software developers typically design
their software to be relatively small. Only when the software package finds success in the community does it begin to grow. As a result, later modifications become increasingly difficult and error-prone. Hinsen [24] also observed this characteristic.

3. **Typical user base** - Most scientific software (with the exception of some libraries and large commercially-available software packages - see item 3b in the next subsection) is used by its developer or members of the developer’s research group. This internal use leads developers to discount usability (because they can just fix problems as they arise during use), which in turn reduces overall maintainability.

2.2.2 Variables Within Scientific Software Development

It is important to understand that there is not one monolithic community of scientific software developers. According to Basili et al., [5] there are three primary variables that help developers better understand how best to integrate software engineering practices into their specific project.

1. **Team size** – scientific software projects tend to be developed either by a single developer, who is typically also the only user, or by a large group of developers, which are often distributed.

2. **Useful lifetime of software** – There are two general types of scientific software, with a small number of projects falling between these two polls:

   (a) *Kleenex software* – intended to be used only once or twice, therefore good software engineering practices are less important.

   (b) *Community or library software* - intended to be used multiple times, often outside of
the developer group, therefore requires better software engineering practices to help ensure its correctness and performance.

3. **Intended users of the software** –

(a) *Internal* – software engineering practices are less common because the developers care less about the maintainability of the software or the usability of the interfaces. Maintainability and usability matter less in this case for two reasons. First, the software is not usually planned to be used for an extended period of time, therefore less effort will be spent maintaining the software. Second, the software will be used by the people who developed it, so the interfaces will be used by people who already understand them.

(b) *External* – software engineering practices are more common because the readability and maintainability of the code is more important as well as the usability of the user interfaces. Software intended for external users, on the other hand, is frequently expected to be used long term. The software will also be used by people who aren’t already familiar with the interfaces, so the interfaces should be intuitive.

(c) *Both* – results in an additional layer of complexity because teams must maintain multiple versions of the software (e.g. an internal development version and a stable release version).

2.3 Methodology

The following subsections describe the steps of the Systematic Literature Review (SLR) process we followed [38].
2.3.1 Research Questions

There have been many claims made about how scientists develop software. But as of yet, there have been no systematic reviews of the literature from both scientific software development and software engineering to collect and validate those claims. Therefore, the main purpose of this review is to survey the literature from both disciplines to answer two questions:

1. What claims have researchers made about the usage of software engineering practices in the development of scientific software?

2. What empirical evidence exists to validate these claims?

2.3.2 Source Selection

In order to gain as much coverage of the software engineering and scientific software domains, we searched the following five databases:

- ACM Digital Library,
- IEEE eXplore,
- ScienceDirect,
- SIAM Publications Online, and
- Google Scholar.

Our initial search string, “scientific software development,” returned an overwhelming number of results, many of which were irrelevant. The revised search strings, “scientific software development” AND “software engineering,” resulted in a more manageable 349 papers. Additionally, in order to be sure we had found all relevant papers, we repeated the search using each of the terms
Table 2.1: Inclusion and exclusion criteria

<table>
<thead>
<tr>
<th>Inclusion Criteria</th>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper must be in the scientific software domain</td>
<td>Studies not in English</td>
</tr>
<tr>
<td>Paper must focus on the development of scientific software</td>
<td>Preliminary Conference Versions of included journal papers</td>
</tr>
<tr>
<td>The development section must mention SE topics</td>
<td>Study does not make claims about SE topics</td>
</tr>
<tr>
<td></td>
<td>Study is a book chapter, introduction, or index</td>
</tr>
</tbody>
</table>

in Table 2.4 in place of "software engineering." These additional search strings resulted in a total of 718 papers. We conducted this search throughout May 2015.

2.3.3 Study Selection

We used the following steps to reduce those 718 papers down to the most relevant set to include in the review.

1. **De-duplication:** Remove any duplicates from the returned papers;

2. **Title-based exclusion:** Use the title to eliminate any papers clearly not related to the research focus;

3. **Abstract-based exclusion:** Use the abstract and keywords to exclude papers not related to the research focus; and

4. **Full text-based exclusion:** Read the remaining papers and eliminate any that do not fulfill the criteria described in Table 2.1.

The de-duplication and title-based exclusion steps eliminated 459 papers, leaving 259. The abstracts did not contain sufficient information to eliminate any additional papers. Finally, the full text review allowed us to eliminate 32 papers that did not give enough detail about the development of the software and 161 that did not make any claims about software engineering practices.
Table 2.2: Paper Distribution

<table>
<thead>
<tr>
<th>Source</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computing in Science and Engineering</td>
<td>15</td>
</tr>
<tr>
<td>ICSE Workshop on Software Engineering for Computational Science and Engineering</td>
<td>10</td>
</tr>
<tr>
<td>IEEE Software</td>
<td>6</td>
</tr>
<tr>
<td>IEEE International Conference on Software Engineering</td>
<td>4</td>
</tr>
<tr>
<td>ACM-IEEE International Symposium on Empirical Software Engineering and Measurement</td>
<td>3</td>
</tr>
<tr>
<td>ACM Conference on Computer Supported Cooperative Work and Social Computing</td>
<td>3</td>
</tr>
<tr>
<td>International Conference on Software Testing, Verification, and Validation</td>
<td>2</td>
</tr>
<tr>
<td>SIAM Journal on Scientific Computing</td>
<td>2</td>
</tr>
<tr>
<td>Empirical Software Engineering</td>
<td>1</td>
</tr>
<tr>
<td>IEEE Power Engineering Society Winter Meeting</td>
<td>1</td>
</tr>
<tr>
<td>International Journal of High Performance Computing Applications</td>
<td>1</td>
</tr>
<tr>
<td>CTWatch Quarterly</td>
<td>1</td>
</tr>
<tr>
<td>IEEE International Conference on e-Science</td>
<td>1</td>
</tr>
<tr>
<td>Advances in Computers</td>
<td>1</td>
</tr>
<tr>
<td>Computer</td>
<td>1</td>
</tr>
<tr>
<td>IEEE International Geoscience and Remote Sensing Symposium</td>
<td>1</td>
</tr>
<tr>
<td>European Conference on Software Architecture Workshops</td>
<td>1</td>
</tr>
<tr>
<td>ACM Conference on Extreme Science and Engineering Discovery Environment: Gateway to Discovery</td>
<td>1</td>
</tr>
<tr>
<td>IEEE International Workshop on Software Engineering for High Performance Computing in Computational Science and Engineering</td>
<td>1</td>
</tr>
<tr>
<td>ACM International Conference on Supporting Group Work</td>
<td>1</td>
</tr>
<tr>
<td>SIAM Journal on Matrix Analysis and Applications</td>
<td>1</td>
</tr>
<tr>
<td>HPC-GECO/CompFrame Workshop</td>
<td>1</td>
</tr>
<tr>
<td>Workshop on Algorithm Engineering and Experiments</td>
<td>1</td>
</tr>
<tr>
<td>SIAM Journal on Discrete Mathematics</td>
<td>1</td>
</tr>
<tr>
<td>IEEE International Conference on Electro/Information Technology</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.2 shows the distribution of publication venues for the 66 papers that made it to the data extraction step. One paper was published in a non-peer reviewed source, Advances in Computers. This paper was included as it provided a significant amount of information.

2.3.4 Data Extraction

Table 2.3 shows the items contained in the data extraction form we used to ensure consistent and accurate gathering of information from each paper. During the data extraction process, the
first author performed the primary extraction for the review while the second extracted data from a random sample of 5% of the papers. We then compared the data extracted by each reviewer for consistency. We found that the data extracted from the samples by the second author was consistent with the data extracted by the first author. This process is consistent with the process followed in previous systematic reviews [20, 27, 28, 37, 68].

2.4 Results

In our review of the literature, we used the definitions provided by the IEEE Standard Computer Dictionary [1] to categorize the claims about the effectiveness of software engineering practices in scientific software into 11 practices. We then divided these practices into two groups: (1) those that are primarily part of the software development workflow, and (2) those that are part of the infrastructure that supports software development. Table 2.4 lists the 11 practices and the two larger groupings. The remainder of this section describes the claims about each of these 11 practices in more detail. Throughout the discussion, we emphasize the claims with bold-faced text and provide additional discussion to substantiate the claim. While the standard practice in systematic literature reviews is to provide separate answers for each research question, in this review we believed it made more sense to answer them together so that each claim would be
Table 2.4: SE practices

<table>
<thead>
<tr>
<th>Development Workflow</th>
<th>Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design Issues</td>
<td>Issue Tracking</td>
</tr>
<tr>
<td>Lifecycle Model</td>
<td>Reuse</td>
</tr>
<tr>
<td>Documentation</td>
<td>Third-Party Issues</td>
</tr>
<tr>
<td>Refactoring</td>
<td>Version Control</td>
</tr>
<tr>
<td>Requirements</td>
<td></td>
</tr>
<tr>
<td>Testing</td>
<td></td>
</tr>
<tr>
<td>Verification and Validation</td>
<td></td>
</tr>
</tbody>
</table>

presented along with the evidence that supports it. Additionally, while any particular claim may be positive or negative, the claims are worded so that all evidence supports them.

2.4.1 Development Workflow

Many of the claims focus on elements of the software development workflow, which usually includes requirements, design, implementation, testing, refactoring, and documentation. The following subsections address each of these practices. The claims made in the following subsections are summarized in Tables 2.7-2.11. First the claim is presented and then the papers that made the claim are categorized under the type of evidence they gave to support that claim. The first category is NS, or No Specific evidence given. The second is PE, or Personal Experience. The third category is I/S, or Interviews and Surveys. The final category is CS, or Case Study. The papers categorized into the Case Study category did not necessarily perform a formal case study, but they did observe the practice in use outside of their own personal experience.
2.4.1.1 Lifecycle Model

Our literature survey identified sixteen studies that contained claims about the use of life-cycle models by scientific software developers. Table 2.5 summarizes the five claims that are described in detail below.

**LM1: Scientific software developers generally do not use a formal software development methodology.** We identified nine studies that made this claim [2, 10, 14, 34, 36, 44, 46, 62]. Instead of using a formal development methodology, scientists develop their software as follows:

1. The developer forms a basic idea of what is needed and begins coding.

2. The developer informally evaluates the software through questions like “does this software do what I want?” and “Can it be usefully extended?”

3. The developer either modifies or extends the code as appropriate until the answer to the first question above is “yes,” and the answer to the second is “no.”

4. The developer “tests” the software by asking, “Is the output broadly what I expect?”

When the answer to step 4 is “yes,” the developer considers the project complete. This approach is only successful when the developer has a thorough understanding of the domain and what is required to solve the problem, the developer is either the only user or part of the community that will be using the product, and the software is meant to answer a “particular problem for a particular group at a particular point in time.” [62]

**LM2: The development methodology used by scientific software developers is similar to the agile development methodology.** A series of studies have suggested that scientific projects are well-suited for agile development methodologies [3, 10, 14, 32, 44, 46, 64]. When scientific
projects are investigating new science, they are not able to determine all of the requirements in advance. Therefore, they cannot effectively use plan-driven approaches. Instead, the development teams need a methodology that allows them to experiment with different solutions as the requirements are discovered. This methodology would have to include many of the characteristics of the agile development methodologies developed by software engineers [10]. Scientific software developers support the observation that they generally use an agile development approach because they do not know the requirements ahead of time [14].

Another scientific software development team suggests that the theoretical appropriateness of agile-like approaches give benefits in the real world. The team adopted ideas from the agile methodologies to successfully address the specific needs of their project. Their team was spread across multiple labs and projects, which resulted in a need for “good communication across the team, rapid development and delivery, and project management to coordinate development and manage dependencies.” The need for communication is addressed by daily stand-up meetings that allow members to help each other through issues and discuss new ideas. The needs for rapid development and project management are met by iteration planning meetings, where they created plans for short development cycles [36].

**LM3: Paired programming provides an effective method for dealing with complex software development requirements and an effective avenue for knowledge transfer.** Paired programming ensures that all developers on their team are able to take part in design and implementation decisions. Additionally, paired programming provides a convenient avenue for knowledge transfer among the team, both of software development and subject matter knowledge. Paired programming is also very valuable for the development of complex software functions, particularly when one developer is incorporating parts of the other developer’s software into their own
code [36]. Conversely, some scientists also say that paired programming is not natural for scientific software developers, and so it is not useful in all cases [21, 34].

**LM4: Other software development approaches can also be useful in the right setting.** Scientific software developers viewed three more development practices as useful, however these were not as broadly studied:

1. **Feature-driven development** was successful for one team [34],

2. **Test-driven development** reduces the number of errors introduced into the code for multiple teams [2, 46, 57], and

3. **Iterative/incremental development** allows developers to get around the need for an up-front requirement document that is required in a waterfall type model [6, 62]. For example, a team had previously attempted to use a linear development methodology, but found that it was completely unsuited for their needs and resulted in an unsuccessful first phase. They then adopted an iterative development method for the second phase and found it was successful [52].

**LM5: Existing software development methodologies will need to be tailored to the specific context of any given scientific software development team.** In the more traditional business/IT domain for teams fewer than half of the teams use a published methodology. In fact, many teams tailor the methodology to fit their particular project [61]. For example, agile methodologies should be the best fit for scientific software developers as these methodologies value: “response to change over following a plan,” “individuals and interactions over processes and plans,” and “working software over comprehensive documentation.” However, agile methodologies alone would not work in every case. In one project, because of existing interfaces, there were certain requirement
Table 2.5: Lifecycle Model

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM1: Scientific software developers do not generally use a formal software development methodology</td>
<td>[2]</td>
<td>[36, 62, 64]</td>
<td>[10, 14, 34, 44]</td>
<td></td>
</tr>
<tr>
<td>LM2: The development methodology used by scientific software developers is similar to the agile development methodology</td>
<td></td>
<td>[3, 32, 36]</td>
<td>[64]</td>
<td>[6, 10, 14, 44, 46]</td>
</tr>
<tr>
<td>LM3: Paired programming provides an effective practice for dealing with complex software development requirements and an effective avenue for knowledge transfer</td>
<td></td>
<td>[21, 36]</td>
<td>[34]</td>
<td></td>
</tr>
<tr>
<td>LM4: Scientific software developers viewed feature-driven development, test-driven development, and iterative development as effective</td>
<td>[2, 52]</td>
<td>[62]</td>
<td>[34, 46, 57]</td>
<td></td>
</tr>
<tr>
<td>LM5: Existing software development methodologies will need to be tailored to the specific context of any given scientific software development team</td>
<td></td>
<td>[61]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

specifications that had to be met. This portion of the project is better handled by a traditional development method. In order to address the discrepancy, it was effective to utilize a method from Boehm and Turner to blend agile and traditional methodologies in order to minimize the risk in the development process. This blend incorporated particular agile elements into the project development. As an example, the project had a long time-scale which meant that knowledge of the instrument, software and science had to be preserved. To address this need for preservation of knowledge, the development team utilized pair programming where a software developer was paired with scientist so that the developer learns some of the scientific background of a project and the scientist becomes familiar with the software [61].
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2.4.1.2 Requirements

Our survey of the literature identified five studies that contained claims about the use of requirements by scientific software developers. We group the detailed list of claims into three overarching claims in the following discussion. Table 2.6 summarizes the three claims that are described in detail below.

**RQ1: Scientific software developers often do not produce a proper requirements specifications.** Multiple studies have made this claim [34, 40, 59–62]. In one particular set of interviews of scientific developers, none created a requirements document. Even in cases where the sponsor mandated production of a requirements document, the developers created it when the software was almost finished. The most information an interviewee had at the start of development was a vision statement from a customer [59]. In another example, scientists developed using an iterative approach which allowed the requirements to emerge over time rather than being articulated *a priori*. Therefore, the lack of understanding of the need for up-front requirements, led to late document delivery and increased time pressure on the project [61].

**RQ2: When scientific software developers do produce requirements, they generally focus on high-level requirements.** We found two studies that made this claim [40, 62] Traditionally, because the high-level requirements are part of the scientist’s domain knowledge, they tend to assume that the task of translating these high-level functional requirements into lower-level requirements would be trivial for software engineers. However, because software engineers may not have the requisite scientific background to perform this decomposition, projects end up being more expensive than necessary [62].

**RQ3: When scientists produce high-level requirements, they rely on developers to pri-
Table 2.6: Requirements

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1: Scientific software developers often do not produce proper</td>
<td></td>
<td>[62]</td>
<td></td>
<td>[34, 40, 61]</td>
</tr>
<tr>
<td>requirements specifications.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ2: When scientific software developers produce requirements, they</td>
<td></td>
<td></td>
<td>[62]</td>
<td>[40]</td>
</tr>
<tr>
<td>generally focus on high-level requirements.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ3: When scientists produce high-level requirements they rely on</td>
<td></td>
<td></td>
<td></td>
<td>[60]</td>
</tr>
<tr>
<td>developers to prioritize them.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Oritize them. In one case we found [60], the lack of scientific background made it difficult for the software developers to properly prioritize requirements and effectively develop the software [60]. To rectify this problem, a scientific representative had to be assigned in a later stage to prioritize requirements for the developers [60].

2.4.1.3 Design Issues

Our survey of the literature identified four studies that contained claims about the use of software design by scientific software developers [60]. We group the detailed list of claims into three over-arching claims in the following discussion. Table 2.7, summarizes the three claims that are described in detail below.

D11: In general, scientific software designers do not treat design as a distinct step in the development process. In the first study related to design issues, the authors interviewed twelve scientific software developers. Only two of the interviewees actually used a separate software design step. Most of the interviewees had backgrounds similar to those of their users. This common background led the scientific software developers to assume that a design that suits the use of the designer will also suit the needs of the user. There were only two scientists, a civil engineer and a medical software developer, that could not assume that the user would not be similar enough to the designer for the same design to suit their needs. It was these two that performed a distinct design
step. A civil engineer took advantage of the object-oriented design philosophy and a medical software developer utilized a software architecture that had been used for previous medical software projects.

Di2: Scientific software developers see redesign as a waste of time that risks breaking the “science” of a program. These scientists said they added modules to “behemoth” or “monster” programs that were the culmination of years of work by multiple researchers. Some of the interviewees would only consider redesign if runtime was a critical factor for the software’s success that was not being met. In general, the scientists did not view design as an important practice due to either not seeing it as providing an advantage or their development consisting mostly of expanding existing software projects that they are reluctant to change [60].

Di3: Object Oriented Design helps produce useful software. The other three studies [17, 19, 51] dealt with projects that sought to provide modular functionality. Each of the authors found that the use of a programming language that allowed them to utilize an Object-Oriented design paradigm was necessary for their project to be successful.

2.4.1.4 Testing

Our survey of the literature identified eighteen studies that contained claims about the use of testing by scientific software developers. We group the detailed list of claims into four over-arching
claims in the following discussion. Table 2.8, summarizes the four claims that are described in detail below.

**T1: The effectiveness of the testing practices currently used by scientific software developers is limited.** Ten studies made this claim [2, 13, 14, 30, 43, 45, 47, 54, 55, 62]. One of these studies was a survey, the results of which are summarized in Figure 2.1.

![Figure 2.1: Testing Types from Survey](image)

The authors also asked respondents to give the reasons that they performed certain types of tests. They received the following responses (in order of the number of responses):

- Correctness of software;
- Known results or ‘reliable’ programs to compare against exist;
- Easiest or least effort required for these tests;
• User acceptance;

• Not testing software is ‘stupid’;

• Considered to be best practices;

• Familiarity with methods; and

• Avoid costly maintenance later.

A few respondents also gave reasons that they did not perform testing: 1) “lack of management support,” 2) “applications are not large or complex enough to warrant certain types of testing,” and 3) “it is usually clear whether the software is working as intended.” Even these people who gave reasons not to perform testing utilized two or more types of testing [47].

**T2: Scientific software developers benefit from using a wide range of testing practices from software engineering.** Twelve studies made this claim [2, 12, 13, 30, 33, 41, 43, 48, 49, 52, 55, 56]. One method of addressing the problem in T1 is to use test-driven development to keep bugs such as these from remaining in their code in addition to doing a regular, automated build in order to test their code on a regular basis rather than waiting until project is completed [2, 13, 49, 55]. Additionally, according to the Los Alamos National Laboratory (LANL) Accelerated Strategic Computing Initiative ASCI Software Engineering Requirements, regression testing and integration testing are both essential elements of software project management [13, 52]. In fact, many scientists who successfully test their code are actually using integration testing already, but they just think of it as using the scientific method. For example, every time a model is changed, the scientists treat it as a new experiment and test it, using the previous results as a control [14, 43].

**T3: The testing practices that scientific software developers do utilize are often exe-
cuted poorly. When testing is inconsistent, the tests are not repeatable. A potential pitfall is the possibility that scientists use testing to show that the theory is correct, rather than using testing to identify where the software does not work properly. This choice could be due to the code being tightly coupled to the theory in the scientist’s mind, not existing as an entity of its own. Testing requires comparison to an oracle. The problem is that when the oracle and test results do not match, the scientist does not know whether the problem lies with the theory, the theory’s implementation, the input, or if the oracle itself is flawed [12, 33]. This last case can occur even when an oracle is available from measurements of a physical experiment—the measurements can be incorrect or incomplete. Furthermore, even with a perfect oracle, the fact that two tests yield the correct answer does not mean that similar, but not the same, inputs will yield the correct answer [59].

T4: Testing is much more complicated for scientific development than traditional software development since the correct results are frequently unknown. An additional difficulty is that testing is much more complicated for scientific software developers due to the fact that experimental validation may be impossible. This lack of experimental validation means that a scientist may not even have an expected answer [14, 29, 32, 62]. Much of this difficulty largely seems to stem from developers testing their code after development is mostly finished, forcing the developers to test the software as a whole instead of breaking it into realistically testable pieces [2, 13]. One study proposed a practice to test scientific programs without relying on experimental validation. In particular, they used metamorphic testing, assertion testing, and generated less rigorous testing oracles using machine learning [29].

2.4.1.5 Verification and Validation

Our survey of the literature identified eleven studies that contained claims about the use of verification and validation by scientific software developers. It is worth noting that scientific
Table 2.8: Testing

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1: The effectiveness of the testing practices currently used by scientific software developers is limited.</td>
<td>[2]</td>
<td>[13, 43]</td>
<td>[47]</td>
<td>[14, 30, 45, 54, 55, 62]</td>
</tr>
<tr>
<td>T2: Scientific software developers would benefit from using a wide range of testing practices from software engineering.</td>
<td>[2, 52]</td>
<td>[12, 13, 41, 43, 49]</td>
<td></td>
<td>[30, 33, 48, 55, 56]</td>
</tr>
<tr>
<td>T3: The testing practices that scientific software developers do utilize are often executed poorly.</td>
<td></td>
<td>[12, 33]</td>
<td></td>
<td>[59]</td>
</tr>
<tr>
<td>T4: Testing is much more complicated for scientific development than traditional software development since the correct results of a piece of software are frequently not known.</td>
<td>[2]</td>
<td>[13, 29, 32, 62]</td>
<td></td>
<td>[14]</td>
</tr>
</tbody>
</table>

Software developers and software engineers do not necessarily use the same definition of verification and validation. A common definition of verification in scientific software development is "the process of determining if a computational model obtained by discretizing a mathematical model of a physical event and the code implementing the computational model can be used to represent the mathematical model of the event with sufficient accuracy" [4]. A similar definition for validation is "the process of determining if a mathematical model of a physical event represents the actual physical event with sufficient accuracy" [4]. While these are slightly different from the standard software engineering definitions of verification as the evaluation of how well a product corresponds with its specifications and validation as the evaluation of how well a product meets its goals, they are similar enough that we will use the software engineering definition in the remainder.
of this section. We group the detailed list of claims into four over-arching claims in the following discussion. Table 2.9, summarizes the four claims that are described in detail below.

**VV1: The lack of suitable test oracles or comparable software makes validating scientific software difficult.** There are two primary issues raised by the studies that have made this claim. First, there is a lack of suitable test oracles to use for scientific software development [14, 22, 32, 55, 56]. There are rarely other pieces of software that are both relevant to the problem a developer is working on and already have exact answers the developer could compare against. Because this software rarely exists, scientific software developers find it hard to compare the results from their software with the results from other pieces of scientific software [22, 32, 53, 55, 56]. To address this lack of external information, some developers have attempted to perform verification by monitoring variables that change in a known manner, but these variables are not the ones that scientists are usually concerned with, so the usefulness of this monitoring is limited [53]. Additionally, the models that are implemented in scientific software are usually extremely complex, and the value of a model to scientists does not necessarily depend on how exactly it matches reality [53].

**VV2: There are many ways that defects can enter software.** First, the science behind the code could be wrong. Second, the translation from the scientific model to an implementable algorithm could be wrong. Finally, the translation from algorithm to code could be wrong [7, 9, 55].

**VV3: Scientists frequently suspect that any problems in the results of their software result from scientific theory.** One study found that when validation testing fails, scientists tend to look more closely at the science rather than the code. This finding indicates a problem because the lack of attention allows errors in code to slip through unnoticed [31].

**VV4: Experimental validation is frequently impractical because scientists lack the**
Table 2.9: Verification and Validation

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV1: The lack of suitable test oracles or comparable software makes validating scientific software difficult.</td>
<td>[22, 32, 55, 56]</td>
<td></td>
<td>[14, 53]</td>
<td></td>
</tr>
<tr>
<td>VV2: There are many ways that defects can enter software.</td>
<td></td>
<td></td>
<td>[7, 9]</td>
<td></td>
</tr>
<tr>
<td>VV3: Scientists frequently suspect that any problems in the results of their software result from scientific theory.</td>
<td>[31]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VV4: Experimental validation is frequently impractical because scientists lack the information they would prefer to use to validate the software.</td>
<td></td>
<td></td>
<td>[25, 63]</td>
<td>[10, 14]</td>
</tr>
</tbody>
</table>

**information they would prefer to use to validate the software.** We found this claim in four studies [10, 14, 25, 63]. There are two primary reasons given for this claim. First, many scientists believe that useful validation would have to consist of comparing the results from their software to the results gained from a physical experiment or observation [14]. As was mentioned in the introduction, the cost or danger of performing these physical experiments is often the reason why scientists build software models in the first place, so the physical experiments will not be done before promising software models have been created. Second, experimental validation is frequently impractical since it is usually difficult or impossible to know what the correct result for a piece of software will be until the software is run [10, 25, 63]. In some cases, scientific software developers treat validation studies as research projects or theses in and of themselves due to the challenge in performing them. In these cases, scientists do not find that it is feasible to fully validate every piece of their software [25].

2.4.1.6 Refactoring

Our survey of the literature identified five studies that contained claims about the use of refactoring by scientific software developers. We group the detailed list of claims into two over-
archiving claims in the following discussion. Table 2.10, summarizes the two claims that are described in detail below.

**RF1: Refactoring is a useful practice to increase software quality.** Four of the five studies found that refactoring was a useful practice. In particular software refactoring:

- is a useful practice for improving performance [11, 15],
- has proven to be a highly valuable practice for the bioinformatics domain [11],
- is also a powerful practice for maintaining and improving the quality of code [11, 39], and
- is particularly useful in conjunction with the automated refactoring tools of IDEs such as Eclipse [2].

**RF2: Refactoring is not always possible.** On the other hand, refactoring is almost impossible when bit-wise comparison (i.e. a practice in which a model is run for a shortened period of time and then the variables are compared with other runs of the same length) is used to verify code, because that practice would only work if changes did not alter the bit values of any of these variables [14].

### 2.4.1.7 Documentation

Our survey of the literature identified nine studies that contained claims about the use of documentation by scientific software developers. We group the detailed list of claims into three

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF1: Refactoring is a useful practice to increase software quality.</td>
<td>[2]</td>
<td>[15]</td>
<td>[11, 39]</td>
<td></td>
</tr>
<tr>
<td>RF2: Refactoring is not always possible.</td>
<td></td>
<td></td>
<td></td>
<td>[14]</td>
</tr>
</tbody>
</table>
over-arching claims in the following discussion. Table 2.11 summarizes the three claims that are described in detail below.

**D1: Documentation is a necessary enabler of software quality.** Formal documents are important when a project is given to a team that is not the original development team [21, 24, 32, 50]. In fact, examinations of the ASCI program at LANL and Lawrence Livermore National Laboratory (LLNL) suggest that documentation is one of the practices that is essential for scientific software developers to adopt in order to guarantee quality [9, 52]. One benefit is that documentation enables communication between team members as well as providing references for papers, grant authoring, and grant reporting. Documentation is especially vital if scientific software developers wish to use their earlier software as a basis for developing more advanced software [24, 39, 54].

**D2: Documentation is becoming more frequently used.** In a more recent study, Nguyen-Hoan et al. [47] conclude, based on the result of a survey with 60 respondents, that documentation is more widely produced than is indicated in these early studies. The responses to their summary are given in Figure 2.2. Nguyen-Hoan et al. also gave the three most common arguments in favor of producing comments as well as the four most common reasons for not producing comments. The comments in favor were: 1) “For users of the software,” 2) “For future maintenance purposes,” and 3) “Documentation is integral to software.” The arguments against documentation were: 1) “Limited due to time and effort required,” 2) “Effort not worth it due to small user base,” 3) “requirements constantly changing or not specified up front,” and 4) “Software should be or is ‘intuitive,’ ‘easy to understand,’ or ‘doesn’t need a full description’ [47].”

**D3: Documentation requires a significant investment of work.** Not all of the claims about documentation were positive. The effort required to create documentation leads some developers to conclude that scientific software developers should be careful about how much docu-
Table 2.11: Documentation

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1: Documentation is a necessary enabler of software quality.</td>
<td>[52]</td>
<td>[21, 24, 32]</td>
<td>[50]</td>
<td>[9, 39, 54]</td>
</tr>
<tr>
<td>D2: Documentation is becoming more frequently used.</td>
<td></td>
<td></td>
<td>[47]</td>
<td></td>
</tr>
<tr>
<td>D3: Documentation requires a significant investment of work.</td>
<td>[21]</td>
<td>[50]</td>
<td>[54]</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.2: Documentation Produced by Developers

Documentation they create [21, 50]. Furthermore, if the documentation is done to satisfy an external requirement it may not benefit the project team [21, 50]. However, one study did find an alternative to performing a separate documentation task and utilized an automatic documentation generator that creates documentation from comments in the project’s source files [54].

2.4.1.8 Summary of Development Workflow Claims

In general, the development workflow claims suggest that each practice would be useful, but there are difficulties that keep scientific software developers from adopting them in their current...
forms. Seventeen claims were supported by multiple types of evidence with seven supported by only one type of evidence. The most common type of evidence for these claims that were supported by only one type was Interviews and Surveys, which accounted for three of the claims. Only four studies had support from every type of study. The claim that had the most support was T2: "Scientific software developers would benefit from using a wide range of testing practices from software engineering." Notably, every claim that was supported by a paper that did not provide evidence was also supported by papers that provided one of the other types of study.

We identified two claims with conflicting evidence. First, one author’s personal experience was that paired programming is valuable for the development of complex software while the case study from another author showed that it is not useful for scientific software development. This issue needs to be further examined as there are two primary possible explanations. The first is that the usefulness of paired programming depends on the context of the development team. The second potential explanation is that the teams involved in the case study were not well-trained in utilizing paired programming or they lacked the knowledge to utilize this practice effectively. Additionally, while they viewed documentation as necessary, two studies made the claim that the amount of work required to create documentation means that scientific developers should be careful about how much documentation they make.

2.4.2 Infrastructure

The practices in this category all serve to support various aspects of the software development lifecycle. Each practice is addressed in its own section and the claims are summarized in Tables 2.12-2.15. The tables use the same notation as described in Section 2.4.1
2.4.2.1 Issue Tracking

Our survey of the literature identified two studies that contained claims about the use of issue tracking by scientific software developers. We group the detailed list of claims into two over-arching claims in the following discussion. Table 2.12 summarizes the two claims that are described in detail below.

**IT1: Issue tracking greatly eases communication between members of a development team.** Issue tracking is a useful practice for communicating information about discovered bugs and needed functionality between developers. Issue tracking software allows this information to be stored and communicated instantly between all members of a development team. When additional remote groups are added to existing development teams, an issue tracking system is required to formally record bugs and new requirements as well as to create a trail of the completed activity [2]. Issue-tracking software also made a list of the ten most important software engineering practices for scientific software developers to use [21]. There are four primary reasons to use issue tracking software rather than informally tracking issues:

- Issues can be made visible to the entire team;
- The ability to prioritize issues is frequently provided;
- Many systems provide the ability to track dependencies between issues; and
- The history of issues is searchable for future reference [21].

**IT2: Issue tracking helps insure that no two groups in a development team are working on the same problem.** The dependency-tracking feature of issue tracking software also allows a large deliverable to be broken into a set of smaller features that it is dependent upon. This set...
Table 2.12: Issue Tracking

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT1: Issue Tracking greatly eases communication between members of a development team.</td>
<td>[2]</td>
<td>[21]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT2: Issue Tracking helps insure that no two groups in a development team are working on the same problem.</td>
<td></td>
<td></td>
<td>[21]</td>
<td></td>
</tr>
</tbody>
</table>

can then be distributed among various groups so that no two groups are working on the same feature [21].

2.4.2.2 Reuse

Our survey of the literature identified eight studies that contained claims about the use of reuse by scientific software developers. We group the detailed list of claims into two over-arching claims in the following discussion. Table 2.13 summarizes the two claims that are described in detail below.

RU1: Software must be properly designed to be reusable. The primary reasons to reuse a piece of software are to save time and money as well as to ensure reliability. The following qualities are needed for a reusable component: self-contained, able to be combined with other components with minimal side effects, formal mathematical basis, confidence that the component performs its defined purpose satisfactorily, understandable, verifiable, encapsulation, simple interface, flexibility, easily modified, general, programming language independent, and portable [24]. The most reused types of artifacts are source code, scripts, algorithms, and practices [19, 26, 35, 44, 58, 66].

RU2: There are many reasons not to reuse or produce reusable software. The primary barriers to the reuse of software are that available software does not meet requirements closely enough and that the software was difficult to understand or poorly documented. There are also
many reasons for not producing reusable code: the additional expense of developing for reuse, the software release policies of their organizations, concerns over intellectual property rights, and the absence of a common distribution mechanism [26, 58, 65, 66].

2.4.2.3 Third-Party Issues

Our survey of the literature identified nine studies that contained claims about the use of third party software by scientific software developers. We group the detailed list of claims into four over-arching claims in the following discussion. Table 2.14 summarizes the three claims that are described in detail below.

**TPI1: Third party software may cease being supported before scientific software projects are finished.** The long lives of scientific software projects make it likely that any particular technology will cease being supported before the project is finished. These long lives have led to many instances of technologies that promised improved productivity only to cease being supported and no longer be available [5, 42]. Due to this history of failed usage of third-party technologies, scientific software developers tend to prefer to either develop the software they need themselves or to use open-source software.

**TPI2: Scientific software developers are not convinced that reusing existing frameworks will save effort in their development.** Some scientific software developers believe it takes more effort to fit their work into a framework than they would save by using the frameworks [5, 42]. Additionally, a significant barrier to the use of existing frameworks is that they cannot be integrated
incrementally into an existing code. Scientists tend to mitigate risk by having multiple technologies co-existing within a piece of software until one is chosen, but this practice cannot be followed easily with many frameworks [5].

**TPI3: Open-source is especially useful to scientific software developers.** Five studies found that open source had promising features to help scientific software developers utilize third party products. First, the scientists do not have to devote their effort to developing the software. Additionally, if the original developers of the software cease to support it, scientific software developers have access to the source code and can maintain it themselves [3, 10, 18, 26, 35, 42, 44, 67]. In one project, in order to limit the risks, a developer was assigned to thoroughly test any code before it was integrated into the main project. The project itself was set up so that commitments to the sponsor are not endangered by the absence of an expected piece of third party software [10].

**TPI4: Open-sourcing software can be seen as giving up a competitive advantage.** One study, however, found that the competitive nature of the scientific community can lead developers to not produce open-source software in the first place. The study concluded that this is a problem that can only be directly addressed by encouraging the community to communicate more closely and recognize that shared development will allow science to advance at a greater rate [67].

2.4.2.4 **Version Control**

Our survey of the literature identified ten studies that contained claims about the use of version control by scientific software developers. We group the detailed list of claims into two over-arching claims in the following discussion. Table 2.15 summarizes the two claims that are described in detail below.

**VC1: Version control software is necessary for research groups with more than one developer.** This claim was made by eight studies [2, 5, 6, 14, 16, 25, 31, 54]. Version control tools
Table 2.14: Third-Party Issues

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TPI1:</strong> Third Party Software may cease being supported before scientific software projects are finished.</td>
<td>[42]</td>
<td>[5]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TPI2:</strong> Scientific software developers are not convinced that reusing existing frameworks will save effort in their development.</td>
<td>[42]</td>
<td>[5]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TPI3:</strong> Open-source software is especially useful to scientific software developers.</td>
<td>[3, 35, 67]</td>
<td>[10, 18, 26, 42, 44]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TPI4:</strong> Open-sourcing can be seen as giving up competitive advantage.</td>
<td>[67]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

are needed to keep up with changes to software that can accumulate extremely rapidly. Version control tools allow a developer to track each new version of a piece of code that is created and identify changes between versions. Versions of software that are used to publish results, support major decisions, or undergo extreme testing are the most important to track [31]. In addition, the developer needs to maintain a complete copy of any software used to produce important results. An example of why the need to keep a copy of the software is important is a case where a researcher tried to reproduce results that she had produced the previous year. Because the researcher did not have access to the old versions of the data she needed, she had to spend a considerable amount of time reproducing the input data. In one case, even though she had the data, the results were significantly different from the previous run. In this case, the executable for the first test had been built using different compiler options [31]. In addition to utilizing version control systems, it is useful to have a formal process to approve code that is to be checked into the repository. This process would ensure that a piece of code passes all relevant test cases instead of relying on individual developers to perform these tests [25].

**VC2:** Distributed version control is particularly useful for scientific software deve-
Table 2.15: Version Control

<table>
<thead>
<tr>
<th>Claim</th>
<th>NS</th>
<th>PE</th>
<th>I/S</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC1: Version control software is necessary for research groups with</td>
<td>[2]</td>
<td>[16, 31]</td>
<td>[5, 25]</td>
<td>[6, 14, 54]</td>
</tr>
<tr>
<td>more than one developer.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VC2: Distributed Version Control is particularly useful for</td>
<td></td>
<td></td>
<td>[14, 54]</td>
<td></td>
</tr>
<tr>
<td>scientific software development.</td>
<td>[2]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**opment.** There are two major types of version control systems: centralized and distributed. In a centralized system, a single server stores the master copy of the entire project; meaning that if the server goes down or the network becomes unavailable, no one can submit work on the project. Also, if the server’s data is lost, the entire project is lost as well. An alternative is to use a distributed version control system instead. In this implementation, each user has a full copy of the entire project on their machine which is updated to match other copies as connections to the other nodes in the network are available. The primary problem with distributed version control systems is that they are complicated to manage, requiring a strategy for sharing modifications and synchronizing local copies [23]. One instance of distributed version control is “The Abinit forge,” a custom version control system built on Bazaar—a distributed version control system and an ssh-server. Each Abinit developer has a Bazaar repository that stores their branches of their software, providing fast data access and somewhat optimized usage of disk space. A daily script makes all contributions to a project available through a password-protected website which allows the developer to share his work with others and organize collaborative developments involving remote workplaces [54]. Other tools in common use are: Revision Control System and Concurrent Version System, the latter of which can be utilized from within the Eclipse IDE to ease the overhead required by adopting the tool [2, 14].
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2.4.2.5 Summary of Infrastructure Claims

In general, the infrastructure claims suggest that each of the practices covered under each practice would be useful, but there are difficulties that keep scientific software developers from adopting them in their current forms. Despite this positivity, the adoption of these practices is not particularly wide-spread in scientific software development. This lack of adoption suggests that this area needs the support of software engineers seeking to aid scientific software development.

The claims related to infrastructure have not been investigated as deeply as those related to the development workflow. In fact, there were only ten major infrastructure claims. Eight of the claims were supported by multiple types of evidence, while two were supported by only one type of evidence. Both of these were supported by Personal Experience. Three claims had support from every type of study. Two claims tied for having the highest level of support: TPI3: "Open-source software is especially useful to scientific software developers" and VC1: "Version control software is necessary for research groups with more than one developer." Once again, every claim that was supported by a paper that did not provide evidence was also supported by papers that provided one of the other types of study. It is interesting to note that all evidence indicated that the infrastructure practices are effective. Even so, the general lack of strong support suggests that the entire area of infrastructure support for scientific software development is an open research area for software engineers seeking to aid scientific software developers in their pursuit of knowledge.

2.5 Conclusion

This paper looked at the literature on development in computational science from both the scientific software and software engineering domains in order to answer the question of what claims are made about the usage of software engineering practices by scientific software devel-
opers. In order to answer this question, the paper looked at the claims made by both scientific software developers and software engineers. The claims show that scientific software developers believe that software engineering practices could increase their ability to develop quality software and software engineers agree that scientific software developers adopting software engineering practices would allow them to produce higher quality software. Scientific software developers and software engineers agree that computational science has much work left to do in order for the quality of computational science software to reach the level of quality that characterizes traditional software. In particular, every piece of evidence from these papers indicated that the infrastructure practices are effective when they are used. Despite this, there was a general lack of strong supporting evidence, which suggests that the entire area of infrastructure support for scientific software development is an important research area for software engineers seeking to assist scientific software developers.

Even so, these claims show that there has been much work done in this area already. Specific practices that have been adopted strongly by scientific software developers are issue tracking and version control. The authors who addressed these practices also saw them as two of the most important practices. Interestingly, scientific software developers have, to a large extent, unconsciously adopted a software engineering development practice. While many scientific software developers do not know how to formally implement the agile development approach, their normal development methodology closely approximates it. The agile approach fits well with their inability to know all of the requirements of the physical systems their software is attempting to model. The iterative nature of the agile approach also allows the software models to evolve more easily than a traditional waterfall model would.

The practices that scientific software developers view as important, but have not widely
adopted, are verification and validation and testing. While they see these practices as extremely useful and important, the current status of each of them is extremely difficult in the scientific software domain. In particular, it is difficult to validate scientific software by comparing it to real-world data because the scientific software is attempting to investigate areas for which real-world experiments are not feasible to perform. Additionally, scientific software developers do not know how to apply many of the testing practices that have been developed in traditional software engineering to their own software development. Because of this lack of knowledge, software engineers need to work with scientific software developers to train the scientific software developers in testing and verification and validation practices. Software engineers also need to tailor the existing practices to better fit the needs of the scientific software developers.
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3.1 Introduction

*Scientific software* is software developed and used by scientists or engineers to support research in a number of important fields, e.g. climate modeling, weather forecasting, high-energy physics, and cancer research. The development and use of scientific software is increasingly enabling important discoveries by replacing dangerous or expensive physical experimentation and aiding in the processing of very large data sets. Because the output of scientific software is a key factor in many critical decisions, it is of utmost importance for that software to be of high quality and produce correct results. The higher the quality of the software, the more confidence researchers and decision-makers can have in the results.

Before a scientific or engineering problem requires the development of software to support its investigation, it must be of sufficient complexity. Therefore, the scientific developers often need advanced technical training in the domain, likely a PhD, to even understand the problem. A typical software engineer will lack this level of knowledge, making it difficult for him or her to be an effective developer. As a result, scientists and engineers, who generally lack formal software engineering education, must also serve as the main developers of scientific software.

*Traditional software* is software developed for use in the business/IT world. Software engineering researchers and practitioners have developed a number of practices to reduce development effort and increase software quality for traditional software. Unfortunately, scientific software de-
developers often do not adopt these practices [12]. While the level of adoption is increasing, there is still room for additional improvement [13]. It is likely that the low adoption rate of software engineering practices affects the quality of the resulting scientific software.

Various researchers have conducted studies to understand the factors that may influence the low adoption rate of software engineering practices within the scientific software community. In comparing the characteristics of traditional software with those of scientific software, researchers have noted some similarities and differences. Some of the differences suggest the need for tailoring software engineering practices for effective use in the scientific software domain [14, 21]. These differences include:

- scientific software developers learn how to develop software from other scientific software developers who also lack formal software engineering training [1];
- many large scientific software packages were not initially designed to be large, but rather grew as a result of success [1];
- scientific software is primarily used by its developer or its developers’ research group rather than by external users [1];
- scientific software requirements gathering and discovery is difficult because the goal of the software is often to explore unknown domains to increase understanding rather than to solve a known, tractable problem [4–6, 19];
- verification and validation are difficult because often the expected result is not known or cannot be known a priori and there are multiple potential sources for defects [4, 5, 15, 17]; and
• the scientific or engineering outcomes are viewed as being more important than choosing the most appropriate software engineering practices [4, 5, 18].

These characteristics suggest that scientific software developers could benefit from using software engineering practices. They also suggest that scientific software developers are not taking advantage of, or are not aware of, these potentially helpful practices.

An important step prior to addressing the need for improved software engineering for scientific software is to understand the current state of software engineering knowledge and use in the scientific software community. This paper describes the results of two surveys we conducted to gather this information. To that end, the main contributions of this paper are:

• a detailed examination of the current state of software engineering in the scientific software community,

• identification and analysis of the most important problems in scientific software development, and

• an analysis of the current state of knowledge and use of the software engineering practices that could address those problems.

We published preliminary results from Survey 1 in Computing in Science and Engineering [2]. In addition, we presented preliminary results from and Survey 2 at the First Workshop on Maintainable Software Practices in e-Science [9]. This paper extends the prior work in two ways. First, it adds further analysis and new data from each survey. Second, it provides a detailed analysis of the results across both surveys.

The remainder of this paper is organized as follows. Section 3.2 describes the design and results of the Survey 1. Section 3.3 describes the design and results of Survey 2, including the
changes made to address weakness of Survey 1. Finally, Section 3.4 describes the findings across both surveys and draws some conclusions.

3.2 Survey 1

The goal of Survey 1 was to gather information from scientific software developers about:

1. Their perception of the level of software engineering knowledge possessed by themselves, their team, and the scientific software community as a whole;

2. How they acquired their software engineering knowledge; and

3. Whether they were familiar with and/or using various standard software engineering practices.

3.2.1 Survey Design

To address these goals, we designed a 4-part survey. The complete survey is available at http://carver.cs.ua.edu/Data/Journals/CSE-Surveys/survey1.pdf.

First, to obtain an overall picture of software engineering knowledge, the respondents answered the following questions on a 3-point scale (Not Sufficient, Mostly Sufficient, Fully Sufficient) and provided an explanation:

1. “Do you think your current knowledge and skills about software development and software engineering are sufficient to effectively meet your project’s objectives?”

2. “Do you think your team members’ current knowledge and skills about software development and software engineering are sufficient to effectively meet your project’s objectives?”

3. “In general, do you think the current knowledge and skills about software development and software engineering in the scientific software community are sufficient to effectively advance scientific software?”
Second, our previous work, as well as supporting evidence from other researchers, led us to believe that most scientific software developers lack formal software engineering training [4, 5, 12, 13]. To validate this belief, the survey asked the respondents to rank order the following sources relative to their frequency of use in obtaining software engineering knowledge:

- reading books,
- attending training courses,
- co-workers,
- learned own my own.

Third, the bulk of the survey focused on specific software engineering practices commonly used in traditional software development. The respondents provided the information necessary to complete Table 3.1, where the value for each cell was chosen from a 5-point scale (1- none to 5- very high). We chose these practices because our interactions with members of the scientific software community led us to believe they would be potentially useful for scientific software developers and at least some were already in use. The survey did not provide a definition for each practice because we believed that the terms were self-evident – a threat to validity discussed in more detail in Section 3.2.3. The design of Survey 2 also addresses this threat.

Fourth, the survey gathered the following demographic information about the respondents: type of institution in which they work (government lab, university, private company, other), number of years of scientific software development, fraction of scientific software development devoted to producing software for use in their own research vs. software intended for use by others, and the level and field of their educational degrees.

1 Note that the survey did not present this exact table, rather it presented the questions separately. We use the table in the paper for compactness.
Table 3.1: Rating of Software Engineering Practices (Survey 1)

<table>
<thead>
<tr>
<th>Software Lifecycles</th>
<th>Personal Use</th>
<th>Personal Familiarity</th>
<th>Team Use</th>
<th>Team Familiarity</th>
<th>Relevance to My Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requirements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic Design</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate Design</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verification &amp; Validation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integration Testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance Testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression Testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Version Control/ Change Management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Issue/Bug Tracking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test-Driven Development</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structured Refactoring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Code Review</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agile Methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.2.2 Analysis

Rather than organizing the results around the exact outline of the survey from Section 3.2.1, the following subsections make use of data from various parts of the survey to provide a more complete picture of the state of software engineering in the scientific software community.

3.2.2.1 Demographics

Our goal in this survey was to target as large a representative sample of the scientific software community as possible. We sent the survey out to a number of scientific software mailing lists to which we had access, including: several internal Sandia National Labs lists (Charon, Alegra, SIERRA, Xyce, Dakota), the Trilinos users and developers lists, the PETSc users and developers lists, the Consortium for Advanced Simulation of Light Waters Reactors (CASL) members list, and the Numerical Analysis Digest mail list. While we chose these lists as a convenience sample, we believed that they would target a representative subset of the scientific software community.

The survey received 141 respondents. This sample was fairly diverse and experienced based upon four key demographics. First, in terms of their highest degree, 82% respondents held a Ph.D. with an additional 16% percent holding a Master’s degree. Second, in terms of the discipline of their highest degree, the most common fields were Mathematics & Statistics, Engineering, and Computer Science. Third, Figure 3.1 shows the distribution among employer types. Finally, Figure 3.2 shows the length of time respondents had been developing scientific software.

3.2.2.2 Knowledge Source

Figure 3.3 shows that close to 60% of respondents obtained their software engineering knowledge most often from their own experience, with only a very small fraction using the more traditional approach of attending courses. While the respondents may have been able to gain
significant software engineering knowledge in this manner, it is likely that this knowledge is limited to the subset of the relevant software engineering practices that happened to be in use within their particular environment. The lack of formal, classroom training may result in a lack of exposure to the breadth of knowledge and practices available within software engineering. Because of this lack of exposure, there are likely some useful software engineering practices with which the respondents are unfamiliar. Note that while we asked respondents to rank only one source as “first,” due to the constraints of the survey tool, we were not able to enforce this requirement. Therefore, the sum for “First” in Figure 3.3 is greater than 100%.

3.2.2.3 Self-Rating of Software Engineering Knowledge

Figure 3.4 shows that the majority of the respondents indicated that their own knowledge, as well as their team’s knowledge and the community’s knowledge, was mostly sufficient for their development tasks. Interestingly, as the unit of analysis moved further away from the respondents (i.e. self to team to community) their perception about the sufficiency of software engineering

Figure 3.3: Knowledge Sources
knowledge decreased. This observation is evident in both the no column (increasing as the unit of analysis becomes more distant) and in the mostly column (decreasing as the unit of analysis becomes more distant). These results suggests that the respondents believed that they, their teams, and the community know enough about software engineering to perform their work. It is interesting to note that, in general, the respondents viewed themselves as being more knowledgeable than the rest of their team or the larger community.

In the respondents’ explanations for their ratings of the sufficiency of software engineering knowledge within the scientific software community, four primary problems emerged:

- Rework,
- Performance issues,
- Regression errors, and
- Forgetting to fix bugs that were not tracked.

Notably, each of these problems has been addressed by one or more of the software engineering
practices included on the survey. Proper usage of Requirements, Documentation, Verification and Validation, and Structured Refactoring make it easier to rework existing software. Performance issues can be greatly alleviated by using proper software Design. Regression and Integration Testing can prevent regression errors. Finally, the issue of forgetting untracked bugs can be helped by utilizing Issue Tracking, Unit Testing, Test-Driven Development, and Code Reviews. Survey 2 (Section 3.3) explores these four problems in more depth.

3.2.2.4 Knowledge Vs. Familiarity

This section is divided into an analysis of the data on the personal level and on the team level.

Personal Level To determine whether a respondent’s rating of their general software engineering knowledge correlated with their familiarity of various practices, we performed a series of Pearson’s Chi-square tests. A significant result indicates that the two variables under study are dependent, i.e. they are related. In this case we used $\alpha < .05$ to judge significance. The second column of Table 3.2 shows the $\chi^2$ and p-values for each practice. First, to get an overall sense of this relationship, the second row All Practices, which combines the ratings for all practices into a single variable, showed a significant relationship between knowledge and familiarity. Examining each practice in detail shows that there is a significant relationship between personal software engineering knowledge and practice familiarity for only a subset of the practices:

- Software Lifecycles,
- Requirements,
- Basic Design,
- Test-Driven Development,
• Structured Refactoring.

To understand the potential source of non-significant relationships, we examined the distributions of the responses for those practices. The data shows that for each of these practices (except for Version Control), most respondents who rated themselves as having mostly or fully sufficient software engineering knowledge indicated None or Low familiarity with the practice. That is, if we compare the distribution of overall software engineering knowledge to the distribution of the level of familiarity, the familiarity distribution is skewed towards the Low end of the scale. This skew is more pronounced as the \( \chi^2 \) value decreases and the p-value increases. In the case of Version Control, the skew was reversed with more than half of the respondents indicating High or Very High familiarity. It is interesting to note that the practice with which the respondents appeared to be most familiar, Version Control, does not specifically address any of the problems noted in Section 3.2.2.3.

This finding is particularly interesting because one of the most frequent problems reported in the scientific software development literature is difficulty with validation and verification [3, 4, 7, 10, 11, 16, 20]. Despite the importance of this problem, the respondents who considered themselves to be knowledgeable about software engineering did not report high levels of familiarity with the testing and V&V practices that would provide the most help.

Team Level The respondents’ views of their team’s level of knowledge (Column 3 in Table 3.2) conformed much more closely to their ratings of their team’s familiarity with the individual practices with only the following practices failing to show a significant relationship:

• Integration Testing,
• Acceptance Testing, and
Table 3.2: Knowledge and Familiarity Results - shaded cells indicate significance at the $\alpha < .05$ level

<table>
<thead>
<tr>
<th>Practice</th>
<th>Personal SE Knowledge $\rightarrow$ Practice Familiarity</th>
<th>Team SE Knowledge $\rightarrow$ Practice Familiarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Practices</td>
<td>$\chi^2 = 133.936; p &lt; .001$</td>
<td>$\chi^2 = 212.724; p &lt; .001$</td>
</tr>
<tr>
<td>Software Lifecycles</td>
<td>$\chi^2 = 18.048; p = .021$</td>
<td>$\chi^2 = 20.285; p = .009$</td>
</tr>
<tr>
<td>Documentation</td>
<td>$\chi^2 = 15.403; p = .052$</td>
<td>$\chi^2 = 15.549; p = .049$</td>
</tr>
<tr>
<td>Requirements</td>
<td>$\chi^2 = 21.294; p = .006$</td>
<td>$\chi^2 = 36.858; p &lt; .000$</td>
</tr>
<tr>
<td>Basic Design</td>
<td>$\chi^2 = 25.302; p = .001$</td>
<td>$\chi^2 = 29.201; p &lt; .000$</td>
</tr>
<tr>
<td>Intermediate Design</td>
<td>$\chi^2 = 13.832; p = .086$</td>
<td>$\chi^2 = 29.556; p &lt; .000$</td>
</tr>
<tr>
<td>Verification and Validation</td>
<td>$\chi^2 = 15.469; p = .051$</td>
<td>$\chi^2 = 27.301; p = .001$</td>
</tr>
<tr>
<td>Unit Testing</td>
<td>$\chi^2 = 13.018; p = .111$</td>
<td>$\chi^2 = 25.565; p = .001$</td>
</tr>
<tr>
<td>Integration Testing</td>
<td>$\chi^2 = 10.648; p = .222$</td>
<td>$\chi^2 = 14.892; p = .061$</td>
</tr>
<tr>
<td>Acceptance Testing</td>
<td>$\chi^2 = 7.385; p = .496$</td>
<td>$\chi^2 = 10.797; p = .213$</td>
</tr>
<tr>
<td>Regression Testing</td>
<td>$\chi^2 = 11.549; p = .172$</td>
<td>$\chi^2 = 12.898; p = .115$</td>
</tr>
<tr>
<td>Version Control/Change Management</td>
<td>$\chi^2 = 5.334; p = .721$</td>
<td>$\chi^2 = 21.636; p = .006$</td>
</tr>
<tr>
<td>Issue/Bug Tracking</td>
<td>$\chi^2 = 10.373; p = .240$</td>
<td>$\chi^2 = 21.647; p = .006$</td>
</tr>
<tr>
<td>Test-Driven Development</td>
<td>$\chi^2 = 19.511; p = .012$</td>
<td>$\chi^2 = 18.765; p = .016$</td>
</tr>
<tr>
<td>Structured Refactoring</td>
<td>$\chi^2 = 15.793; p = .045$</td>
<td>$\chi^2 = 19.525; p = .012$</td>
</tr>
<tr>
<td>Code Review</td>
<td>$\chi^2 = 18.843; p = .016$</td>
<td>$\chi^2 = 18.809; p = .016$</td>
</tr>
<tr>
<td>Agile Methods</td>
<td>$\chi^2 = 7.418; p = .492$</td>
<td>$\chi^2 = 20.510; p = .009$</td>
</tr>
</tbody>
</table>
• Regression Testing.

In further analyzing the data, it became clear that the reason that more practices showed a significant relationship between knowledge and familiarity at the team level than at the individual level was because respondents rated team software engineering knowledge lower than individual software engineering knowledge. In other words, this result was not due to respondents indicating that their teammates were more familiar with the practices than they were individually. Despite the overall higher level of agreement, the testing practices still did not show a significant level of agreement. Further analysis of the three testing practices that were not significantly related to software engineering knowledge showed that the respondents overall saw their team as having relatively less familiarity with the testing practices. Together, these findings suggest scientific software developers could benefit from more familiarity with the appropriate software engineering practices.

3.2.2.5 Familiarity and Relevance Vs. Use

Similar to the previous analyses, for each practice, we compared the respondents familiarity to their level of use and their perception of relevance of that practice. The results of $\chi^2$ tests showed a significant relationship for relevance and for use for each practice ($p < .001$). This finding suggests that scientific software developers are using the practices with which they are familiar. It also suggests that they are not being forced to use practices that they do not believe are important.

3.2.2.6 Type of Developer Vs. Familiarity/Relevance/Use

There are two types of scientific software. Research software is developed primarily for publishing a paper. Production software is developed primarily for use by others. Figure 3.5 shows the percentage of respondents who devoted various fractions of their effort to production software
(i.e. 0% is purely research while 100% is purely production). Based on this data, we divided the sample into three groups (research, production, and mixed) for the analysis. We were surprised to see a bimodal distribution, relatively few developers in the sample split their time evenly between developing research and production software.

Our experiences led us to hypothesize that developers of research software would use a few lightweight practices while developers of production software would use practices similar to those used by traditional software developers (due to the needs of external users). Therefore, we expected that survey responses would differ based upon the type of software developed by the respondent.

Figure 3.6 shows a surprising result that the type of software a respondent develops does not seem to make a difference in the level of overall familiarity with software engineering practices.
This result suggests that developers of research software may be overrating their own knowledge of software engineering.

For each practice, Figure 3.7 summarizes the responses for personal familiarity, relevance and use, broken down by developer type. Overall, production developers gave the highest ratings, followed by mixed developers, then by research developers. Despite this difference, the gap between the scores varied substantially across practices with the mixed group averaging near one extreme or the other on most practices. The practices viewed as most relevant overall were Version Control, Documentation, and Verification & Validation.

Interestingly, despite documentation requiring a significant amount of effort and potentially providing less help to the creators of the software than the users, research developers viewed it as the most relevant practice. A potential explanation for this result is a research developer might
understand documentation at a different level of detail than a production developer. For example, the amount of documentation that may be sufficient for a research-oriented developer may be light enough that they view the limited benefits as being worth the lower additional work.

For each practice, we used a $\chi^2$ test to determine whether there was a relationship between a developer type (production, mixed, or research) and relevance. A significant relationship indicates that developer type can be used to predict the relevance of a given practice. The relationship is significant ($\alpha < .05$) for all practices except: Documentation, Integration testing, Test-driven development, and Agile methods. When combined with the results in Figure 3.7, we can conclude that production developers were statistically more likely to view most software engineering practices as relevant.

The practices that had the largest spread between the level of relevance for the research-oriented developers and the production-oriented developers were Issue & Bug Tracking, Regression Testing, Acceptance Testing, Intermediate Design, and Version Control. In retrospect, it is not too surprising that these practices showed such a large difference. In the case of Issue & Bug Track-
ing, research-oriented software is often short-lived and used by its developers, so it is easy for developers to believe it is not as important to track bugs formally. Similarly, *Acceptance Testing* is not relevant to research-oriented software since that software is not meant for widespread external usage. *Regression Testing* and *Version Control* are also less useful for any research-oriented developer who regards software as a disposable prototype and does not intend to re-use the software.

### 3.2.3 Threats to Validity

This section describes the internal, construct and external validity threats for this survey.

**Internal Validity:** Our approach of using a convenience sample led to the potential for *Selection Bias*. Based upon the distribution of the degrees of the respondents, the mailing lists we used were not as broadly representative of the scientific community as they could have been. Further, the possibility exists that the high levels of self-rated general software engineering knowledge may have occurred because the developers who felt their software engineering knowledge was insufficient were less likely to participate. If this scenario occurred, then our results represent the “best-case” scenario, with the current level of community knowledge potentially being even lower.

**Construct Validity:** The survey did not provide definitions of the software engineering practices. The respondents may have answered the questions based on a different definitions than the one we assumed. If this situation occurred, then the results of the survey would be less reliable. Also, the survey asked the respondents to rate their knowledge of software engineering practices in general using a three-point scale rather than a more standard five-point scale. The limited number of scale choices could have led respondents to give the middle answer more often than if they had more answer choices.

**External Validity:** Among the top three disciplines of respondents’ degree, two were Mathematics and Computer Science. This distribution of respondents may not be representative of the
larger scientific software community. As a result, the findings here may not be appropriate for all scientific developers.

3.2.4 Conclusions

These results allow us to draw a number of conclusions that validate many of our personal observations as well as reports from a prior survey [8]. A vast majority of respondents believed that their software engineering knowledge and skills was at least “mostly sufficient” to achieve the goals of their projects, however the personal level of knowledge and use of many “best practices” from software engineering is relatively low. In addition, more than 1/3 of the respondents thought that the skills of the overall scientific software community were not adequate to advance scientific software development.

This result appears to constitute a serious self-diagnosed problem within the scientific software community. However, while the developers were relatively successful at estimating their overall level of software engineering knowledge (i.e. row 2 of Table 3.2), they were less knowledgeable about a number of important practices, including all of the testing-related practices. We found that developers are using the practices that they are both familiar with and feel are relevant to their work. However, even the developers who see themselves as the most knowledgable in general are not using software engineering practices that would help with many of the most frequently encountered problems.

We found that the type of software a respondent develops is a useful predictor of whether they viewed a particular practice as relevant. In particular, Issue & Bug Tracking, Regression Testing, Acceptance Testing, Intermediate Design, and Version Control showed large differences in the perception of usefulness between the Research and Production Developers.

However, this survey did have a number of weaknesses. First, it is possible that the respon-
dents defined software engineering practices in a way different from our assumption. Second, a significant number of developers were not using practices they saw as relevant, but we had no way to gather information to understand this occurrence. Third, while we found the list of problems given in Section 3.2.2.3, we did not have enough information to rank them in terms of frequency and severity. Survey 2 addresses many of these shortcomings.

3.3 Survey 2

To gather more information about the use of software engineering practices in scientific software development and to address some of the validity threats of the first survey, the goals of the second survey were to:

- Expand and diversify the set of respondents,
- Evaluate the level of agreement with standard definitions for software engineering practices,
- Understand why developers did not use practices they found to be relevant,
- Analyze any effects of programming language on the use of software engineering practices,
- Prioritize the common problems reported by survey respondents, and
- Gather information about where scientific developers need the most support.

3.3.1 Design

To address these goals, Survey 2 has six parts. The complete version of the survey is available at: http://carver.cs.ua.edu/Data/Journals/CSE-Surveys/survey2.pdf.

To address the primary external validity threat from Survey 1, namely that the sample was heavily drawn from the Mathematics & Statistics and Computer Science domains, we targeted a broader population with the second survey. In addition to the mailing lists used in Survey 1, we sent the second survey to the Numerical Analysis Digest mail list, the CSGF Alumni list, the
NERSC list, the NCCS list, the SciComp and CSMD lists at Oak Ridge National Laboratory, the NICS list, the NEAMS list, HPC-Announce, and the SIAM scientific software list. To determine whether the respondent pool was broader than in Survey 1, the second survey contained the same demographic questions. To obtain a more granular picture of the respondents’ views of their own software engineering knowledge, we expanded the 3-point scale used in Survey 1 to a 5-point (1 - *not at all sufficient* to 5 - *entirely sufficient*).

Second, a threat to *construct validity* from Survey 1 was our assumption that scientists would use traditional definitions for software engineering practices. Based on further discussions with members of the scientific community, we were concerned that this assumption may have been flawed. To test this assumption, the survey asked respondents whether they agreed with a standard definition (provided on the survey) of each practice. In the case where a respondent disagreed with the given definition, he or she was given the opportunity to explain their disagreement. For the sake of consistency in data analysis, we asked the respondents to answer the remaining survey questions using the provided definition of each practice (if it differed from their own definition).

Third, to better understand why developers did not use practices they found relevant and to account for possible validity threats in Survey 1, this survey asked respondents to rate the level of relevance and use for each software engineering practice on a 5-point scale (rather than a 3-point scale). For any practice a respondent rated relevance two or more points higher than use, the survey asked for an explanation of the discrepancy. The software engineering practices included on the second survey are the same as in Survey 1 (Table 3.1), with the following exception. To address a concern that two terms were not clearly distinguishable in Survey 1, we renamed *Basic Design* to *Low-Level Design* and *Intermediate Design* to *High-Level Design/Architecture*.

Fourth, to provide a more complete picture of the development environment and understand
why software engineering practices may have been underused, the survey investigated the effects of programming language. The common belief is that scientific software developers overwhelmingly use Fortran. Because there are fewer software engineering tools for Fortran than for other languages, like C++ or Java, developers may use fewer software engineering practices. Based on the languages commonly used by scientists, this question had the following answer choices: C, C++, Fortran, Python, Matlab, Java, Haskell, Visual Basic, C#, Perl, and Mathematica, as well as an option to write in other languages.

Fifth, Section 3.2.2.3 described four common problems faced by scientific developers: rework, performance, regression errors, and untracked bugs. To better understand the relative importance of each problem, this survey asked the respondents to rank the relative frequency and the relative severity of these problems.

Finally, to characterize the current state of software engineering practice adoption in the scientific software community, the survey had two questions. First, the survey asked respondents to describe the primary barriers faced by scientific software developers in regards to adopting software engineering practices. Second, the survey asked the respondents to identify the most important software engineering/development topics they wanted to learn.

3.3.2 Analysis

This section is organized around the goals presented in the study design. First, Section 3.3.2.1 analyzes the respondent demographics to determine whether the sample is broader than in Survey 1. Second, Section 3.3.2.2 analyzes the level of agreement the respondents had with the provided definitions of software engineering terms. Third, Section 3.3.2.3 analyzes the respondents’ familiarity with, use of, and perceived relevance of the individual software engineering practices. Of particular interest is why developers do not use practices they view as being relevant.
Fourth, Section 3.3.2.4 examines the programming languages used by the respondents and whether those languages affect the use of software engineering practices. Finally, Section 3.3.2.5 analyzes the respondents’ views of the frequency and severity of the common problems identified in Survey 1 (Section 3.2.2.3) along with the software engineering practices likely to address those problems.

3.3.2.1 Demographics

This survey received 151 responses. The respondent demographics indicate a larger and more diverse sample than in Survey 1. Regarding the highest degree obtained, 80.1% of the respondents held a Ph.D. while 15.2% held a Master’s. The four most common academic fields in which people earned their highest degree were Engineering, Mathematics & Statistics, Physical Sciences, and Computer Science. As in Survey 1, most respondents worked at a university. Unlike Survey 1, which had a bimodal distribution between research and production developers, as shown in Figure 3.8, the respondents to Survey 2 were more heavily weighted towards research software.

3.3.2.2 Definition of Practices

Somewhat surprisingly, the survey results indicated that less than five percent of respondents disagreed with any definition, save two: Software Lifecycles (31 disagreements) and Agile methods (18 disagreements).

The definition for Software Lifecycles was: “A structure imposed on the development of a software system in order to ensure higher software quality.” The disagreements fell into two categories. First, some respondents thought the term should be more generic, that is, a description of what happens over the life of a project rather that something that can be imposed or affects the quality of the produced software. Second, some respondents thought either that the term “quality” was too generic to encompass the goals of an explicit lifecycle model or that there were other goals for using a lifecycle model in addition to quality.
The definition for *Agile Methods* was: “A group of software methodologies (e.g., Extreme Programming, Scrum, Kanban) that focus on team member interaction, always having working software throughout the lifecycle, close customer collaboration, and responding to change.” The most common reason respondents gave for their disagreement was that they were simply not familiar with the term. As a side note, lack of familiarity is not really a disagreement. Only 4 disagreements were for reasons other than a lack of familiarity.

### 3.3.2.3 Individual Practice Analysis

In addition to analyzing the respondents’ agreement with the given definitions, we also repeated the analysis from Survey 1 in terms of overall knowledge, familiarity with the practices, use of the practices, and the relevance of the practices to the respondents’ work.
Knowledge Vs. Familiarity  

To determine whether a respondent’s rating of their general software engineering knowledge correlated to their familiarity with various practices, we performed a series of Pearson’s Chi-squared tests. A significant result indicates that the two variables under study are dependent, i.e. they are related. In this case we used $\alpha < .05$ to judge significance. Table 3.3 shows the $\chi^2$ and p-values for each practice. First, to get an overall sense of this relationship, the second row All Practices, which combines the ratings for all practices into a single variable, showed a significant relationship between knowledge and familiarity. Examining each practice in detail shows that there is a significant relationship between personal software engineering knowledge and practice familiarity for only Software Lifecycles and Code Reviews. To understand the lack of significant relationships in more detail, we examined the distributions of the responses. The data shows that for each of these practices, most respondents rated themselves as having Medium or High familiarity with the practice, regardless of how they rated their overall software engineering knowledge. That is, if we compare the distribution of overall software engineering knowledge to the distribution of the level of familiarity, the familiarity distribution is skewed towards the High end of the scale. This skew is more pronounced as the $\chi^2$ value decreases and the p-value increases.

Familiarity/Relevance Vs. Use  

We expected that each respondent’s view of their own familiarity with a practice and the relevance of that practice would once again be good predictors for use of the practice. The Chi-squared analysis confirms the relationship between familiarity and relevance found in Survey 1 (Section 3.2.2.5). Once again, we found that scientific software developers are using the practices that they are familiar with and not being forced to use practices that they do not see as relevant. Figure 3.9 summarizes the 382 responses to the question of why respondents did not use a practice that they viewed as relevant. Notably, the largest group of responses falls
Table 3.3: Knowledge and Familiarity Results - shaded cells indicate significance at the $\alpha < .05$ level

<table>
<thead>
<tr>
<th>Practice</th>
<th>Personal SE Knowledge $\rightarrow$ Practice Familiarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Practices</td>
<td>$\chi^2 = 76.184; p &lt; .000$</td>
</tr>
<tr>
<td>Requirements</td>
<td>$\chi^2 = 14.577; p = .265$</td>
</tr>
<tr>
<td>Documentation</td>
<td>$\chi^2 = 12.363; p = .194$</td>
</tr>
<tr>
<td>Verification &amp; Validation</td>
<td>$\chi^2 = 7.361; p = .600$</td>
</tr>
<tr>
<td>Structured Refactoring</td>
<td>$\chi^2 = 10.447; p = .577$</td>
</tr>
<tr>
<td>High Level Design</td>
<td>$\chi^2 = 19.936; p = .068$</td>
</tr>
<tr>
<td>Low Level Design</td>
<td>$\chi^2 = 14.982; p = .242$</td>
</tr>
<tr>
<td>Regression Testing</td>
<td>$\chi^2 = 13.580; p = .328$</td>
</tr>
<tr>
<td>Integration Testing</td>
<td>$\chi^2 = 19.563; p = .076$</td>
</tr>
<tr>
<td>Issue Tracking</td>
<td>$\chi^2 = 10.863; p = .541$</td>
</tr>
<tr>
<td>Unit Testing</td>
<td>$\chi^2 = 17.519; p = .131$</td>
</tr>
<tr>
<td>Test-Driven Development</td>
<td>$\chi^2 = 14.769; p = .254$</td>
</tr>
<tr>
<td>Code Reviews</td>
<td>$\chi^2 = 23.082; p = .027$</td>
</tr>
<tr>
<td>Software Lifecycles</td>
<td>$\chi^2 = 38.704; p &lt; .001$</td>
</tr>
</tbody>
</table>

under "Little Relevance" which means that, while they rated the relevance of the practice higher than they did their usage of the practice, they still stated that the relevance was low enough to justify not using the practice.

**Type of Developer Vs. Familiarity/Relevance/Use**  As in Survey 1, we expected to find a binary distribution between research and production developers. Instead, as shown in Figure 3.8, the respondents to the second survey considered themselves primarily research developers. Based on Figure 3.10, it appears that the production developers in Survey 2 were slightly more likely to view their level of software engineering knowledge as *Mostly Sufficient* or *Fully Sufficient* than the research developers, however this difference is not significant. This lack of relationship suggests that our earlier belief, stated in Section 3.2.2.6, that production developers would be more likely to view software engineering practices as relevant may not be true.

For each practice, Figure 3.11 summarizes the responses for personal familiarity, relevance,
Figure 3.9: Reasons why developers did not use practices they felt were relevant

Figure 3.10: Distribution of knowledge based on development type (Second Survey)
Figure 3.11: Summary of practices (Second Survey)

and use, broken down by developer type. As before, in every case production developers were the most familiar with and most likely to use the software engineering practices. However, unlike in Survey 1, the mixed developers came in slightly lower than the research developers in terms of knowledge and use in a few cases.

3.3.2.4 Languages

While we expected Fortran would be the most commonly used language, as Figure 3.12 shows, C++ is slightly more popular than Fortran, with C, MATLAB, and Python trailing close behind. In addition, most respondents used multiple languages (an average of three). These results suggest one of two things. Either scientific software development may be shifting away from its Fortran dominance or the survey respondents were not representative of the general scientific software community. If the first case is true, it would be promising, as software engineers have developed many more tools for C++ and Python than for Fortran.

Regarding whether language affected the use of software engineering practices, we hypothesized that developers who use Fortran would be less likely to use the various software engineering
practices than developers who did not use Fortran. To test this hypothesis, we divided the sample into two groups: (1) the respondents who used Fortran and (2) the respondents who did not use Fortran. In order to determine if there was any effect on practice usage based upon programming language, we performed a Pearson’s Chi-squared test to compare the distribution of responses about each practice between these two groups. The results showed that there was no significant difference between the groups for any of the practices. Therefore, use of Fortran is not a significant predictor of whether a developer will use various practices. Note that the survey did not ask respondents to link specific practices to programming languages. Therefore, for the respondents who used multiple languages, we cannot determine which practices went with which languages.

3.3.2.5 Primary Problems

In terms of the most frequent types of problems, the respondents ranked rework first, followed by performance issues, regression errors, and finally forgetting to fix untracked bugs. To better evaluate whether the respondents really understood how various software engineering practices could help address these problems, we mapped each software engineering practice to one of the four problems. We performed this mapping based upon our own experience with traditional
software engineering environments. Figure 3.11, discussed throughout this section, maps the software engineering practices to the reported problems. The remainder of this section provides a justification for the mapping.

**Rework** Rework was the most frequent problem reported by the respondents. Research and production developers both tended to view rework as a moderately to highly frequent problem. Both groups of developers also tended to view the severity of rework to be moderate to high. Five software engineering practices included on the survey should either reduce the need for rework or reduce the effort required to perform rework: requirements, verification & validation, high-level design, documentation, and structured refactoring.

Proper usage of requirements helps reduce the frequency of rework by determining what the software needs to do prior to implementation, thereby reducing the chances of unanticipated changes. Additionally, in an agile environment, like most scientific software projects, the proper use of requirements helps developers document and manage evolving requirements. The process of creating and using requirements is highly relevant and moderately used by production developers. Conversely, requirements have low relevance and low usage by research developers. The most common reasons that respondents gave for not creating requirements were:

- They had limited people to create the requirements,
- They felt that there was no need to create specific requirements for their software, and
- They have no standardized procedure for producing requirements.

The use of verification & validation practices throughout the development process decrease the likelihood of rework. By identifying and removing problems during development, fewer problems must be fixed via rework. Verification & validation practices were among the highest ranked
practices overall, with both research developers and production developers reporting high or very high relevance and use. The main reasons that respondents gave for not performing verification & validation were:

- They had too little time to verify and validate their software, and
- They felt that verification & validation had little relevance to their work.

Use of high-level design can help prevent the need for rework. Similar to the use of requirements, proper design will help developers understand the system and therefore should reduce the chance that developers will introduce defects requiring rework. Once again, high-level design showed a disparity between research developers and production developers in both use and relevance. Research developers viewed high-level design as having a moderate level of relevance, while production developers viewed it as having a high level of relevance.

Unlike the previous three practices, proper documentation does not necessarily prevent the need for rework. However, the presence of complete and accurate documentation, which provides readily-available information about the software, can significantly lower the amount of effort required to perform rework. Documentation is also among the most relevant and used practices in for both the research and production developers. The most common reasons that respondents gave for not creating documentation were:

- They had too few people to create the documents,
- They had too little time to create the documents,
- They felt that documentation was not needed because they were primarily focused on research, and
- They had no standardized procedure for producing requirements documentation.
Finally, *structured refactoring* both prevents the need for in-depth *rework* and reduces the effort required to perform *rework*. It prevents the need for rework by allowing developers to fix design deficiencies discovered after the design is finalized without changing the functionality of the software. Additionally, if refactoring is used to reduce software complexity and increase maintainability, then it can also reduce rework effort. In this case, the production developers reported only a slightly higher level of usage than did research developers. However, production developers considered structured refactoring to be noticeably more relevant than did research developers. The primary reasons that the respondents gave for not performing *structured refactoring* were:

- They did not view structured refactoring as a top priority and
- They had no standardized procedure for performing structured refactoring.

The benefits of these practices are not readily obvious. The first step forward in addressing this problem is to better inform scientific software developers about how utilizing these practices can reduce the need for expensive rework. Secondly, one of the main reasons given for not using half of the practices was that they had no standardized procedure to perform the practices. To address this problem, software engineers will need to work with scientific software developers to produce these standardized procedures.

**Performance Issues**  
Survey respondents reported performance issues as the second most common problem. However, they considered performance issues to be somewhat less severe than the other problems. Research and production developers viewed performance issues to be of a moderate frequency, but production developers viewed it as being significantly more severe (t = -2.846, p=.005). The two software engineering practices that most directly relate to improving
performance are *high-level design* and *low-level design*. In both cases design decisions can either optimize performance or slow down performance.

*High-level design*, or architecture, affects global **performance** by determining how the system is organized and what types of communication must occur. Note that high-level design is also relevant for **rework**. As discussed previously, production developers viewed high-level design as being more relevant than did research developers. Many respondents who reported a low level of use of *high-level design* claimed that they had limited familiarity with it. Of those who believed they were familiar with *high-level design*, a large number saw it as having little relevance. Most of those who saw *high-level design* as having little relevance based this belief upon the fact that they were working either on small projects or with legacy code. The respondents stated that both situations force the developer to use a given architecture without being able to modify it.

*Low-level design* focuses more on optimizing the performance within a module through use of appropriate data structures and algorithms. Production developers reported that *low-level design* was both highly relevant to their work and highly used. Conversely, research developers reported only a medium relevance and a medium/low level of use in their projects. Many respondents also found the lack of a strong *high-level design* made it impossible for them to produce a detailed *low-level design*. The amount of upfront effort required to produce *low-level design* hampered the ability of developers to utilize the practice. These observations indicate that there is a need for scientific software developers to better understand the benefits of *low-level design*.

The low usage of *low-level design* among research developers hampers their ability to take advantage of the performance increase that could be gained from optimizing algorithms within each software module. Similar to the other practices, we must identify which *high-level* and *low-
level design approaches are most appropriate for the scientific software domain and educate developers appropriately.

**Regression Errors** Survey respondents reported regression errors as the third most frequent problem. While, production developers indicated that regression errors were more problematic than research developers did (t=-2.937, p=.004), there was little difference in the frequency of regression errors. Two types of testing can help to address regression errors: **regression testing** and **integration testing**.

The goal of regression testing is to detect **regression errors**. Therefore, this practice is clearly the most relevant to the problem. The usage of regression testing by research developers has a wide variance around the mean shown in Figure 3.11. Conversely, production developers report a very high level of use. Research developers further tend to view regression testing as having a high level of relevance with most production developers rating it as very highly relevant. Regression testing was seen as important by almost all of the respondents who commented on their usage of it. The reasons given for not utilizing regression testing were largely related to time constraints or a lack of familiarity with how to perform it. Another common issue, however, was that the developers did not have an automated regression testing tool for a large scientific problem.

While it is not specifically intended to detect regression errors, integration testing can be used to verify that no new regression errors have entered the software when new code is added. Much like regression testing, integration testing was used only by some research developers. In addition, there was no real pattern in the research developers’ views of the relevance of integration testing. Production developers, however, reported a high level of both usage and relevance. The respondents also saw a considerable need for integration testing that was hindered by a few underlying problems. In many cases, developers did not have the support for or familiarity with unit
testing, which is generally a prerequisite to building integration tests. Otherwise, most respondents did not do the integration of software units themselves and they assumed that the developer who did the integration performed any needed tests. These problems would also make it difficult to implement regression testing because it relies upon an existing test suite for maximum efficiency. Regression testing also requires all developers involved with the software to use it.

Addressing these issues will require two steps. First, scientific software developers need to be better trained in unit testing. In order to do this training, scientific software developers will need to work with software engineers to determine what is the correct size of a code “unit” to provide useful testing information. Secondly, once they are able to perform unit tests, scientific software developers will need automated regression testing tools developed to work specifically in the scientific software environment.

Untracked Bugs While this problem is the least frequent, it is the most severe. Unlike the other problems, there is no relationship between either severity or frequency and type of developer (research or production). Four software engineering practices from the survey address this problem: issue/bug tracking, unit testing, code reviews, and test-driven development.

Using issue/bug tracking software allows scientific software developers to track bugs with a minimal amount of extra work. Despite developer types not affecting the views of frequency and severity of this problem, there was a strong divide on the use of issue/bug tracking software between research developers and production developers. Research developers reported a low level of relevance and use, while production developers reported a high level of relevance and use. The developers who had a discrepancy between relevance and use reported four major reasons for the discrepancy:
1. They felt that it was not relevant to their development or of little use;
2. They had no standardized procedure for utilizing issue/bug tracking;
3. They preferred other methods for keeping track of bugs; and
4. Tracking issues and bugs was not their top priority.

In addition to issue/bug tracking, testing methods need to be used to detect these bugs during the development process instead of relying on the bugs being found afterwards. It is considerably more expensive to correct a bug after the software is deemed complete and in use. *Unit testing* provides the ability to check individual parts of the software without testing it in its entirety. *Unit testing* showed a high level of both relevance and use across both types of developers, with production developers viewing it as slightly more relevant and being slightly more likely to use it. The respondents highlighted three main discrepancies between relevance and use with *unit testing*:

1. Projects build on legacy code prevents them from utilizing *unit testing* to its fullest extent;
2. Use of *unit testing* creates a large amount of extra up-front work; and
3. Not familiar enough with the practice to implement it.

*Code reviews* are important because they provide a chance to find and fix mistakes that were overlooked in the design phase. Similar to unit testing, there was no significant relationship between the usage and relevance of code reviews and type of developer (research or production). The distribution of answers for usage and relevance for each type of developers was approximately normal. *Use of code reviews* was primarily limited by two factors. First, the developer was often not working in a large enough group to perform formal code reviews. The problem of group size is complicated by the fact that scientific developers are frequently exploring questions that are too complicated for external developers to understand the code. Second, many of the benefits of *code*
reviews are not directly obvious (i.e. determining factors that cause bugs to enter code reduces the chances of similar bugs entering later codes). This lack of recognition of the benefits results in a development team giving the review process a lower priority than other tasks. This observation is important because the additional benefits from code reviews result in the developers producing better code that requires less effort to test and review.

Test-driven development is a development process that is particularly well-suited to the development of complex software. It forces the developer to add one piece of functionality at a time, simplifying the testing process. Because test-driven development requires the developers to write a test even before they develop the code that will satisfy the requirements of that test, it makes it less likely for untracked bugs to enter into the software in the first place. The results for the usage and relevance of test-driven development, however, were considerably different from the other results. While research developers were as likely as production developers to use test-driven development, they viewed it as more relevant than did production developers. A number of the respondents who claimed they did not use test-driven development unintentionally used an approach that could be adapted to test-driven development. They used an iterative method of adding a feature and then testing to be sure it worked properly. It would be easy to adapt this method to test-driven development by simply changing the order and writing the test of the desired functionality before implementing the procedure. There were four major barriers to the adoption of test-driven development: not enough resources, lack of coherent high and low level designs, complicates the creation of test cases, and not familiar enough with the practice to implement it.

3.3.3 Conclusion

Based on this analysis, we can draw a number of conclusions from Survey 2. First, the respondents represented a broader sample of the scientific development community. Second, the
resolutions confirmed that scientific software developers generally used the same definitions for software engineering practices as do software engineers. Less than five percent of the respondents disagreed with the definition for each practice except for Software Lifecycles and Agile Methods. This finding means that a threat to validity in Survey 1 may have had minimal, if any, effect on the conclusions drawn. Third, we analyzed why developers did not use practices they viewed as being relevant and found the primary reasons were:

1. They view the practice as having little relevance,
2. They have no formal method for performing the practices, and
3. They have too limited familiarity with the practice to utilize it.

Notably, the most popular reason was that they felt the practice had little relevance despite rating the relevance of the practice higher than they did their use of the practice. This inconsistency might be because they viewed the relevance to be below a minimum threshold. Addressing these problems will require software engineers to work with scientific software developers to provide evidence of the usefulness of the practices in their environments, produce clear methods for utilizing the practices, and provide appropriate training.

Another promising finding is that many respondents already use high-level languages that have significant support from the traditional software engineering world. This result means that many tools currently exist that may, with minor tweaking, be able to help scientific software developers employ the software engineering practices most likely to help address their problems.

The remainder of this section examines the four major problems identified in Section 3.2.2.3 and discussed in Section 3.3.2.5.
Rework While rework was the most frequent problem encountered by both research and production developers, most of the practices that should help address this problem were only used at a low to medium level by research developers with the exception of verification & validation. Even more interestingly, despite recognizing that rework was a frequent and somewhat severe problem, most developers only saw these practices as being of moderate relevance to their work.

Performance Issues Performance issues tied with rework for being the most frequent problem encountered by production developers, but only the second most frequent for research developers. However, both types of developers viewed performance issues as being the least severe. Perhaps because of this relatively low severity rating, the relevance and use of the practices that should help address this problem was only at a moderate level among research developers. Conversely, production developers viewed the practices at a high level of use and relevance.

Regression Errors Both production and research developers viewed regression errors as the second most frequently encountered problem. Production developers viewed regression errors as the most severe problem, but research developers viewed it as the third most severe. As we would expect from the varying severity, production developers saw the relevance of the practices that address regression errors to be very high, with use also falling between high and very high. Research developers, on the other hand, only saw the use and relevance to be at only a moderate level.

Untracked Bugs Research and production developers viewed this problem as the first and second most severe, respectively. Despite the importance of this problem, none of the respondents who commented used a formal issue/bug tracking system. Instead they either used mailing lists or tried to keep track of bugs mentally. However, many of the respondents did believe that the adoption of such a system would be beneficial. Notably, both production and research developers
viewed Test-driven Development and Code Reviews to be at a low to medium level of use and relevance.

3.3.4 Threats to Validity

While this survey eliminated the threats to external and construct validity from Survey 1, potential threats to internal validity remained as well as a new threat to construct validity.

**Internal Validity:** Our approach led to the potential for Selection Bias. While broader than the mailing lists used for Survey 1, the mailing lists we used were not necessarily fully representative of the scientific community as they could have been. The nature of the survey as well as our desire to preserve anonymity lead us to not ask survey respondents to indicate from which mailing list(s) they received the survey invitation or if they had participated in Survey 1. If there was a large overlap between the respondents of the two surveys, then the ability to generalize results would be limited. However, the demographics of the respondents to Survey 2 suggest that this threat is not serious. Because of the need for anonymity, an important caveat is that the data reported from the survey is drawn from the opinions of the respondents and may or may not be consistent with the true state of software engineering practice in the scientific software community. Further, the possibility still exists that the high levels of self-rated general software engineering knowledge may have occurred because the developers who felt their software engineering knowledge was insufficient were less likely to participate. If this scenario occurred, then our results represent the “best-case” scenario, with the current level of community knowledge potentially being even lower.

**Construct Validity** As noted in Section 3.3.2.4, many respondents utilized more than one language. Therefore, a threat to construct validity is that we cannot map specific practices to individual languages. It is possible, for example, that someone who indicated using both C++ and Fortran and
indicated high usage of Version Control could have used Version Control only when programming in C++. In our analysis we had to assume the use of the practice applied to all indicated languages.

3.4 Analysis and Conclusions Across Both Surveys

This section treats Survey 1 and Survey 2 as a series that, when taken together, can provide more insight than either survey individually. By replicating and expanding upon Survey 1, the results of Survey 2 are able to both confirm and extend the findings of Survey 1. In general, the results of Survey 2 confirmed the results of Survey 1. The remainder of this section provides details on the observations across both surveys.

3.4.1 Demographics

The demographics of the respondent pools differed across the surveys. Based on two key demographics, we can conclude that the respondents to the two surveys represented different segments of the scientific software population. First, while the respondents to Survey 1 were heavily weighted towards Mathematics & Statistics and Computer Science domains, the respondents to Survey 2 represented a more diverse sample (including also respondents from Engineering and Physical Sciences). Second, the distribution of the respondents between production software and research software differed between the two surveys. These observations are important because the results of the two surveys were otherwise similar. Therefore, the more diverse sample indicates that the results can generalize to the larger scientific software community with more confidence.

3.4.2 Knowledge Source

One of the important questions for any community to understand is where its members obtain knowledge about key concepts. In the more traditional software engineering world, the majority of the community members have some type of formal training in computer science or software engineering. Our anecdotal assessment of the scientific software community, prior to the
surveys, was that its members obtained their knowledge through vastly different means. The results from both surveys, which were consistent, confirmed this anecdotal conclusion. Respondents to both surveys indicated the most frequent method of gaining software engineering knowledge was to obtain it on their own. Furthermore, the respondents indicated that attending training courses (which would likely also include university courses) was the least frequent method of obtaining knowledge. While a developer can obtain some level of useful knowledge on his or her own, generally speaking that knowledge is not sufficient to meet the demands of developing complex scientific software (as indicated by the relatively low familiarity and use of a number of key software engineering practices).

3.4.3 Individual Practice Analysis

One of the most important purposes of these surveys was to get a solid picture of the current state of software engineering knowledge in the scientific software development community. One of the common issues is that developers tend to “not know what they don’t know.” In this case, existing software engineering practices could help scientific software developers be more effective and efficient. Our hypothesis was that scientific developers often do not know enough about software engineering to be aware of relevant practices. The results from the two surveys tended to confirm this hypothesis. In many cases, especially in Survey 1, even the respondents who thought they were knowledgeable about software engineering had little familiarity with individual software engineering practices. While the respondents to Survey 2 evidence a similar discrepancy between overall knowledge and knowledge of specific practices, they actually tended to be more familiar with the practices. However, in both surveys scientific software developers reported low rates of knowledge and use of some common testing practices. Without using effective testing procedures, software developers in any domain cannot have confidence in the accuracy of the
results produced by the software. This problem is particularly important in the scientific domain, where it is necessary for developers to determine whether the source of incorrect results is the underlying scientific theory or simply a software mistake. This type of misunderstanding could potentially allow valuable scientific results to be dismissed because of software errors rather than because of scientific problems.

3.5 Conclusion

Overall, the results from the two surveys were largely consistent. This consistency leads us to believe that, overall, software engineering practices are underused in the development of scientific software. Furthermore, scientific developers often lack the familiarity with these practices that would even allow them to make an informed decision about their relevance to the current project. Conversely, it does appear from the results that those developers whose software is typically used by external users (i.e. production software) were more likely to be using some of the important software engineering practices. We argue that one of the important causes for the lack of knowledge and use of appropriate software engineering practices is the general lack of formal training received by scientific developers. This lack of formal education limits the developers’ ability to take full advantage of practices that could greatly aid their software development. One potential solution to this lack of formal education is for members of the software engineering community to make concerted efforts for outreach into the scientific software community. Another potential solution is to better document and share instances of successful use of a software engineering practice in the development of scientific software.
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4.1 Introduction

Scientists and engineers use software models to replace dangerous or expensive experimentation or to conduct studies that would not be possible otherwise. These three examples illustrate how software is used in various scientific domains. First, in climate science, software models allow meteorologists to forecast the weather conditions and make predictions about dangerous weather events. Without these models, meteorologists are limited to manually examining historical weather patterns to extrapolate predictions about future weather. This historical approach is time-intensive, which is problematic in the face of the rapid pace of changing weather conditions. Additionally, the historical approach primarily gives general predictions, which means it is likely less accurate than the results given from the models. Second, in fields like earth science, a different problem emerges. Many of the phenomena occur so slowly that it is inefficient to experiment with them physically. Software models allow earth scientists to speed up the effects of their experiments. Third, in fields like nuclear science, yet a different problem emerges, the problem of safety. It is much safer for scientists to simulate the effects of nuclear reactions than to conduct a physical experiment.

As these examples highlight, scientists and engineers are increasingly reliant on the results of software simulations to inform their decision-making process. Because of this reliance, it is vital for the software to return accurate results. While the correctness of the science behind the software
is the most important factor in the accuracy of results, the correctness and quality of the software is also of primary importance. The field of software engineering provides tools and methods that help developers increase and verify software quality.

The specific areas of scientific software quality we seek to improve are maintainability and reusability. As these two qualities greatly affect the cost of developing software in traditional software engineering domains [8, 9], we hypothesize that the same would prove true in the scientific software domain. In order to evaluate this hypothesis, we will look at the three sub-areas of Readability, Preservation of Knowledge, and Testing. Improvement in each of these areas has been shown to improve both maintainability and reusability of traditional software engineering software [3, 10, 20, 44]. In traditional software engineering, code reviews have been found to have a significant impact on the readability of software and the preservation of knowledge among members of the development team [3]. Also, regression testing has been shown to be an effective method of detecting failures that have been introduced by new development on software that has previously been determined to be correct [22, 30, 31, 35, 46]. Finally, integration testing has been shown to be effective at helping developers identify errors that occur when there are miscommunications between components of a system that have been tested individually [25, 27]. In order to show that these techniques will have similar effects on scientific software development, we have formed a number of hypotheses:

- The use of peer code reviews will significantly improve the readability of scientific software.
- The use of peer code reviews will significantly increase the preservation of knowledge across a scientific software development team.
• The use of regression and integration testing in concert will provide a means for scientific software developers to show that their software is “more correct.”

This paper presents the results of two examples that show software engineering techniques can be applied or modified to increase the maintainability and reusability of scientific software. The first example consists of teaching scientific software development teams to utilize the practice of peer code review in order to increase the maintainability of their software through increasing the readability of the code and the preservation of knowledge across the team. The second example consists of developing and evaluating an semi-automated testing tool that scientific software developers can use to perform integration and regression testing on their software while requiring minimal extra effort on their software. In order to do create this tool, we utilized open-source scientific software projects as well as output from other scientific codes to create the testing suite. The use of open source projects is important because these projects have largely been accepted as providing useful tools for scientific software development, if a tool does not function with these open source projects then its usefulness will be limited.

In software that will be used for an extended period of time, the most expensive part of development is in the maintenance stage. In some cases, this stage can take up as much as 90% of the total effort devoted to a software project. While many scientific software projects are small projects that serve as more proof-of-concept than long term software development efforts, there are also a large number of projects, such as library development or searches for new materials, that are continually developed over many years. These projects, just as with traditional software engineering projects, will necessarily undergo a number of changes in their lifecycles. Because of this need for continued change, the developers will be required to perform maintenance tasks
on the software. Software engineers have determined that many factors contribute to the ease of maintaining software, including readability, preservation of knowledge across a team, and testing.

In addition to long-term projects, scientific software developers frequently explore many similar phenomena. The development process for these similar projects would be simplified if they could more easily reuse software. Many of the same factors that contribute to maintainability also contribute to reusability: readability, preservation of knowledge, and testing.

4.1.1 Subject Selection

The subjects for both of these examples are a team of scientific software developers at the Oak Ridge National Laboratory (ORNL). The team consists of four primary developers, all scientists. They develop materials simulations in C++ that are run both locally on the PCs of the team members and on the Titan Supercomputer. The software written by the team is primarily created in C++. We chose to work with this team because they were a team of scientists who were interested in partnering with software engineers to learn how to increase the quality of their software. Between the two examples one of the members of the team left and another member joined, but the overall expertise of the team remained the same.

This paper has three primary contributions.

1. An example of peer code review being utilized in a scientific software development project.

2. A checklist that can be used to help guide the peer code review process to identify common problems in scientific software development.

3. A tool that helps scientific software developers to perform integration and regression testing on their software.

The remainder of this paper will be structured as follows: Section 4.2 will present back-
ground information on software engineering for scientific software. Section 4.3 describes the Peer Code Review example. Section 4.4 describes the Testing example. Section 4.5 provides conclusions from across both examples.

4.2 Background

Because a scientific or engineering problem must be sufficiently complex to require the development of software, developers often need advanced technical training, most frequently a PhD, in the area to understand the needs of the problem. This situation differs from a traditional software development environment in which deep domain knowledge is not as strictly required. This requirement of detailed domain knowledge frequently means that a scientific software developer lacks the software development knowledge that a “traditional” software developer would have. In turn, various aspects of software quality may be lower. Software engineering provides techniques such as code reviews and testing that help developers. Code reviews help developers to reduce the number of defects in source code, increase the readability of code, and transfer knowledge between members of a software development team [13]. Integration testing helps developers find and fix problems that only become visible when multiple components of their software interact with one another [27]. Regression testing helps developers ensure that new development does not introduce errors in their software that was previously correct [2]. However, it appears that the prevalence of their use in scientific software is relatively low [36].

In addition to the software quality problems, scientists and engineers have a problem with productivity. According to Faulk et al., even though the speed of computers is rapidly increasing, it is becoming more difficult for scientists to actually do useful work. Faulk says that the reason for this situation is that “the dominant barriers to productivity improvement are in the software processes.” In other words, the development approach that is primarily used in scientific software
contains bottlenecks. Faulk also claims that these bottlenecks cannot be removed “without fundamentally changing the way scientific software is developed” [18]. A major strength of software engineering is that it can increase productivity. Therefore, low productivity is another issue in which software engineering techniques can help scientific software developers.

Scientific software projects have a common set of characteristics which, according to Basili et al. [5], provide a source of knowledge that is essential to understand the claims made about the application of software engineering to scientific software projects.

First, many scientific software developers learn software development from other scientific software developers rather than via a formal software engineering education [11]. Unfortunately, the other scientific software developers also tend to lack formal software engineering training. Because scientific software developers do not have formal training, their ideas of what constitutes software engineering is limited. This lack of training means that they are likely unaware of techniques they could use that would allow them to have a much greater level of control over the quality of their code. Even when scientific software developers are familiar with certain software engineering techniques, they may not know how to properly apply them, leading them to decide that the cost of using software engineering techniques outweighs the benefits they provide.

Second, many of the software projects are not initially designed to be large, but do become large after initial trials prove successful [5]. Because the programs are not intended to be large, scientific software developers often do not take care to ensure that their code is easy to maintain. When scientific software developers have to later modify their code to add new features, these modifications require more effort than they should.

A final characteristic of scientific software is that it is generally used internally, that is either by its creator or by another member of the creator’s research group [5]. Because the software is
used internally, the belief is that understandability by external developers is less important. As a result, the software is often difficult to read and poorly commented. These practices lead to software that is less maintainable, which is problematic if someone new joins the team or if one of the primary developers stops working on the code for some period and then returns to it.

It is important to understand that there is not one monolithic community of scientific software developers. According to Basili et al. [5], there are three primary variables that characterize the development of software for any individual researcher or group of researchers. The first variable is *team size*. In scientific software, the size of a team is usually either a single researcher who serves as his own developer or a large group. According to Basili, the large groups tend to consist of multiple groups that may not even be co-located. The second variable is the useful *lifetime* of the software. Software that is only expected to be executed once or twice does not require as much formal software engineering or need as much optimization as software that is going to be used multiple times, i.e. a scientific simulation or a scientific library. Additionally, when software is only executed once or twice, the effort required to optimize its performance can easily overwhelm the speedup it generates. The final variable is the *intended users* of the software. The users can be internal, external, or both. In the case of internal users, the developers do not tend to care as much about the quality of the user interface because they will be using the software themselves. When the software is going to be used by external users, the developers have to place more emphasis on the quality of the user interface as well as the qualities of readability and maintainability in order for others to be able to use it. Cases where both internal and external users are supported result in an additional layer of complication because multiple software versions must be maintained.

Traditional software development focuses on fulfilling the needs of a customer. This focus on the process has led software engineers to emphasize quality of the code itself. Scientific
software, on the other hand, exists to answer scientific or engineering questions that are difficult or impossible to answer experimentally due to constraints on time, expense, or the danger of performing the experiment. Because the most important goal for scientific software developers is the creation of new scientific knowledge, the relative emphasis scientific software developers place on various software quality attributes (i.e. correctness of code, maintainability, and reliability) has been historically lower than that given by traditional software developers [12]. Furthermore, there is no guarantee that software engineering techniques will work for scientific software development without modification. In fact, Segal, et al. suggest that software engineering techniques would have to be tailored for use in scientific software development [41].

4.3 Case Study 1: Peer Code Review

4.3.1 Problem and Research Objective

In order for a development team to maintain software, each part of the software must be readable to the entire team, as well as any new members that join the team after a portion of development is complete. We believe peer code reviews will increase the readability of scientific software because it has proven to do so in traditional software. Additionally, because at least two people are involved in the process, any issues that make sense to the developer but not a second observer can then be corrected.

Furthermore, one of the biggest challenges to reading a piece of code is the jarring transition between different coding standards, such as the use of camel-case or underscores to indicate spacing in variable names. In order to counter this challenge, a team should use one set of uniform standards.

Finally, we believe that the use of peer code reviews will significantly increase the preservation of knowledge across a scientific software development team as code reviews have been shown
to be an effective means of knowledge transmission in traditional software engineering development.

4.3.2 Background

Peer code reviews provide a wide range of benefits to software development teams. In traditional software engineering development, the use of peer code reviews has been found to have a wide range of benefits [13]. First, peer code reviews result in increased software quality [4, 17, 19, 42, 43, 45]. When someone that is not the primary developer looks at a piece of code, they are likely to find mistakes that the developer had been overlooking. Additionally, when a developer knows that someone else will be looking at his/her code s/he tends to make sure that it is both cleaner and better documented. Finally, the process of explaining how his/her software works can lead to a developer to realize that the software does not actually work as believed. Second, peer code review helps the transfer of knowledge across the members of a team [6, 7, 37, 45]. For example, a common problem in large programs is that each developer will focus on one part of the program to the point that there will be portions of the software that are only understood by one developer. If that developer leaves the company or is unavailable for some reason, another team member will have to learn that portion of the software on the fly instead of focusing on their own development tasks. Peer code review ensures that at least two members of the team are familiar with any given portion of the software, and likely more if the team members rotate review partners.

4.3.3 Study Design

In order to gain a greater understanding of the effectiveness of code reviews in scientific software development, we conducted a study with a team at ORNL. As the initial stage of performing this study we presented the team members with four code review options to determine the one that was most comfortable.
• **Formal Code Review:** at least four members of the team would come together to inspect a piece of code when the author believes it to be complete and ready for use: the author of the code, a "reader" who guides the examination of the code, a "moderator" who is responsible for organizing and reporting on the inspection, and some number of reviewers who critique the code. The code is inspected on the basis of determining the criteria or requirements that must be met to enter each process and the criteria or requirements which must be met to complete each process. These criteria are specified in a document prepared before the review session in order to more efficiently move through the process.

• **Over-the-shoulder Code Review:** the author of a piece of code that is believed to be complete and ready for use and one or two other members of the team meet at a single machine or a machine with a projector and go through the code together, focusing on the areas that jump out at them or anything the author is particularly concerned about. The author guides the discussion, explaining their reasons for making any decisions the reviewers have concerns about.

• **Remote Code Review:** utilizes the same process as the "over the shoulder" peer code review, but the people use screen sharing or a remote desktop program and communicate electronically.

• **Asynchronous Code Review:** the members of each team would be paired into groups of two or three that are familiar enough with each group member’s portions of the codes to critique each others’ code. When one of the members of the group feels a piece of code is complete and ready for use, they send it and the prior version of the code to the reviewers who can then use a diff to look at only the changes and respond to the author with their critiques.
The team members unanimously chose the "over the shoulder" peer code review for a number of reasons. First, they felt that the formal code review required much too large an investment of time and effort for the results they expected as most of the five-person team would be required to participate. Second, they felt that the asynchronous review would not provide a significant level of benefit over their current practices as the author would not be immediately available to explain the goals of the piece of code and answer any questions the reviewers had. Finally, the team saw no need for the "remote" peer code review as they were all located in the same building and could easily meet physically.

In this study one of the authors worked with the team to instruct them on how to perform peer code reviews and then observed the team as they performed peer code reviews. Once the teams were able to conduct the peer code reviews on their own, the author served as a scribe for the developers performing the code review. The scribe kept track of defects the team found, notable comments, the number of readability defects, and the number of functional defects. The author used this data to analyze the effectiveness of the peer code review process and extracted findings in Section 4.3.4

4.3.4 Results

During this study, we made four primary observations:

1. After participating in two review sessions, one as the reviewer and one as the reviewee, scientific developers were able to perform code reviews without further guidance by the author (a software engineer).

2. The use of code review motivated the team to develop and adopt a uniform coding standard.
3. Reviewers found defects that did not currently cause failures, but instead made the code less maintainable and sustainable.

4. The developers identified understandability problems about twice as often as they identified functionality defects.

Each of these observations show an effective improvement from the use of peer code reviews. Relative to Observation 1, these findings show that the practice of peer code reviews is easy enough for scientists to perform without extensive formal training. Because only a brief period of training is required, peer code reviews will be an easy process for scientists to adopt. Relative to Observation 2, it is notable that the developers adopted this practice on their own. While they were performing the review process, they found that their brains had to "shift gears" to understand each others’ code without additional explanation. The use of a uniform coding style is considered a best practice in traditional software engineering because it allows the team to more easily understand the code they are working with. Observation 3 is particularly important because the developers specifically stated that they would not have found these problems with their current testing practices. Observation 4 supports the hypothesis that code reviews would greatly help the readability of the software.

4.3.5 Outcomes

The example of the development team at ORNL showed that peer code review was an effective practice and that the team members were able to perform the reviews without the ongoing help of a software engineer. Based on this success, we wanted to further increase the ability of scientific software developers to independently perform peer code reviews and eliminate the need for a software engineer to introduce the practice and provide structure to the review session. We determined that a checklist that could guide peer code review would help address this goal. The
most common obstacle to performing peer code review is focusing efforts on identifying the most important issues in a code document. A checklist would help developers make productive use of their review time, but is lightweight enough to not be a significant burden on their development effort. In order to develop these checklists, we performed two steps:

1. Survey the literature for papers that describe scientific software defects that appear to be common or significant and
2. Interview experienced scientific software developers to get their opinions on the types of items that have been most problematic in scientific software.

4.3.5.1 Literature Review

The literature review found that one of the primary difficulties facing scientific software development was that researchers do not, as a general rule, test their programs rigorously. As a result of this lack of rigorous testing, a number of authors speculated that the most dangerous defects were those that did not cause the program to break, which were obvious, but rather small defects that change the processing of data and result in significant differences in the output of the program [14, 32, 41]. In particular, scientific software developers tended to not perform integration testing, meaning that even if the individual pieces performed properly, the interaction of multiple functions could produce these small defects and go undetected until the developers thought the project was complete [15, 16, 36]. Furthermore, without continual integration testing, it is easy for these interactions to enter the portions of the software that are considered to be "good" and not become evident until developers try to add new functionality. The developers then frequently waste time trying to find bugs in their piece of the software that actually exist somewhere else [15].

Additionally, a number of papers found a frequent lack of documentation in scientific soft-
ware. Lack of documentation is a problem because, when scientists take working code from one software package to use on another, without documentation it is easy to implement the code incorrectly. In one case, a biologist had created a program to compare genomes to reconstruct evolutionary relationships in closely related organisms, but discovered that an independent group had taken his program and used it to look at organisms that were not as closely related as he had intended. After the independent team had published results, he found that his program did not produce valid results for organisms that were not within the bounds he had originally intended. Because he had not documented his original range, the team did not realize that they had received invalid results and published an incorrect conclusion. In another project, a team found that they had developed their software on a Linux operating system, but when they tried to using Apple computers they received noticeably different results because they had unintentionally tied the program to functions that operate differently in the Linux and Apple implementations. If this had been an external team that had attempted to utilize the project, the lack of documentation might well have resulted in the differences not being detected and resulted in another case of published invalid results [32]. Furthermore, the data formats frequently go undocumented, meaning that even though a development team makes their software available, future developers may not be able to understand how to use the program with their own data [24]. These findings suggest that the checklist needed questions about the following topics:

- If the developed function actually match the intended functionality,
- How the function interacts with the other functions in the program, and
- Whether the documentation for the function matches the intended functionality.
4.3.5.2 Interviews

The interviews were conducted at the SuperComputing 2014 Conference with attendees of the research presentations and workshops. The interviewees were approached randomly and asked if they would be willing to participate in a brief interview to help understand how scientific software developers could take advantage of code reviews. The interviewees were asked the following questions:

1. Do you usually develop code on your own or as part of a team?

2. If you develop code as part of a team, do your team members review each other’s code regularly?

3. What are the most common types of problem that you find in your or your team’s code?

4. What are the most important types of problems you find in your or your team’s code?

We found that the developers primarily developed code as part of a team. Two-thirds of the developers only developed code as part of a team and the remainder developed code both on their own and as part of a team. Only one developer performed any type of code review, which was peer code review. The reasons the developer gave for using peer code review was that it was a quick process and s/he did not have the people or time to perform a more formal code review. The most important problems that people encountered were: everybody on their team used a different coding style, making it difficult to read the software as a whole, the ability of bugs to pass through testing unrecognized, and functions failing when they receive unexpected input. These problems suggested that the checklist needed questions about coding standards and unexpected input.
4.3.5.3 Checklist

Based on our findings from the ORNL study, the literature survey, and the interviews, we developed the following list of questions that should be helpful to aid scientific software developers in performing peer code reviews:

1. Does this piece of code fit our team’s coding standards?

2. Is the intended functionality of this program documented?

3. Does the functionality match this documentation?

4. What is the expected range of input for this function?

5. What happens when we provide this function input that is on or beyond the edge of expected input?

6. What other functions use the information generated from this function?

7. Will this function work with our future plans for this software?

The first question is important because the most common problem the developers we interviewed encountered was that it was hard to understand the code produced by other members of their development team. Two of the developers interviewed specifically mentioned that everyone on their team, as well as people who had previously been on the team, used a different programming style. When these developers joined the team, this inconsistency caused them to spend much more time becoming familiar with the code than they initially expected. The remainder of the questions will need to be applied individually to each function that is examined. We also encountered a similar finding in our study at ORNL, when the developers realized that they would be able to better understand each other’s code if they began using a uniform coding style. Questions two through seven are extremely important because it was these issues with the unintended input
that repeatedly appeared in the survey of the literature as causing the most important errors in the 
results of the programs. While the fifth question did not appear in the survey of the literature, it 
covers a situation that arose during the study at ORNL. One of the team members had written a 
piece of software that functioned correctly, but when the team leader came across it in the review 
he realized that a piece of functionality he had intended to add in the future would be much simpler 
to implement with a few minor changes to the function they were reviewing.

4.3.5.4 Future Work

We plan to further evaluate this checklist to determine its current effectiveness and identify 
potential improvements. In order to do this evaluation, we plan to conduct a formal case study 
with a scientific software development team that does not currently use peer code review. We 
will provide the team with the checklist as well as any training they require to understand the 
items on the checklist. As the team uses the checklist to guide their code reviews, we will ask the 
team to record the type of each defect they find as well as which checklist question (if any) led to 
the detection of that defect. Additionally, we will periodically conduct surveys and interviews to 
collect qualitative analysis as to the usefulness of the checklist.

4.4 Case Study 2: Testing

4.4.1 Problem and Research Objective

One of the qualities required to re-use existing software is that it be correct. The effectiveness 
of testing techniques, which help ensure correctness, has been repeatedly identified as one of 
the largest problems facing scientific software development [1, 15, 16, 28, 33, 34, 36, 38, 39, 41]. 
However, it has also been repeatedly identified that the testing performed by scientific software de-
velopers is either of limited effectiveness or executed poorly [1, 15, 16, 28, 33, 34, 36, 38, 39, 41] 
In order to address this discrepancy, we formed the following hypothesis: The use of regression
and integration testing in concert will provide a means for scientific software developers to show that their software is “more correct.” This hypothesis is based upon the belief that these techniques allow developers to show that they have not made anything worse by comparing to a base model that is accepted as accurate.

4.4.2 Background

Regression testing serves to detect any failures introduced by new development on software that has previously been determined to be correct. Regression testing can be performed at both the system and the unit level. When tests are specified at the system level, it is possible for developers to get more test-case reuse when they begin creating unit tests [30]. When the regression tests are applied at the unit level, however, developers are able to detect defects earlier when they are less expensive to repair [22, 31]. Regression testing has been found to be much simpler to perform when joined with tools that help automate the repeated testing [35, 46].

Integration testing helps developers detect failures that arise when multiple pieces of software interact. Integration testing focuses on the communication between different components of the overall software project [25, 27]. Integration testing has been incorporated into ISO, CMMI, and SPICE Automotive standards [21, 26]. As mentioned in Section 4.3.5.1, these failures are some of the most important problems facing scientific software developers. As with regression testing, integration testing is greatly aided by automation [23, 29, 40].

4.4.3 Development of TestSci

As we showed in Section 4.4.2, regression and integration testing have both been found to address important defects that are introduced by the change or addition of code to existing software. However, both testing techniques require a large amount of repetitive, time-consuming work which makes them less appealing to developers who are not familiar with their benefits. Fortunately, both
practices have been reported in the literature as being greatly augmented by automation. Because we wanted to provide as much benefit to our scientific partners as possible without requiring a large amount of additional work, we decided that it was necessary to produce a tool that would allow the testing to be performed overnight and leave the development team with a series of simple log files that they could quickly work through when they began work the next day.

In order to develop TestSci, we partnered with a team at ORNL. First, we interviewed the team to determine what problems they encountered most frequently in their software development. During this interview, we found that one of the major issues they encountered was new functionality failing to interact correctly with existing functionality. Based on this finding, we determined that regression testing was one of the techniques needed to help the team address their problems. Additionally, the project has been under development without true unit testing for many years, so we determined that the system level regression testing would be most appropriate for the development team. After digging deeper, the team also reported that they had issues arise when they were attempting to incorporate pieces of software that had been written by different developers. This problem suggests that integration testing was also an appropriate practice for the team to adopt. As both regression and integration testing have been shown to be simplified by the use of an automated testing tool, we decided to create TestSci, a tool that can be used to automatically test a number of configurations of a scientific program.

TestSci consists of two parts. The first part of TestSci is a Bash script that a developer can use to automate the process of running multiple configurations of the same project. This script allows the developer to set up each configuration he/she wants to test ahead of time and then run the script. With no further interaction, the script runs each configuration, passes the results to the testing portion of TestSci, and stores the results from TestSci in a separate folder for each
configuration. The testing portion of TestSci provides two major functionalities. The tool compares the output from a run of the software it is being used to test to known good data. If a difference in the data exceeds a threshold set in the configuration file for TestSci, then the file name, the line number, the correct data, the new data, and the difference between the two will be saved to a log file in order to help the user determine what went wrong. Figure 4.1 provides an example of this output. After the error check, depending on whether or not any errors were detected, TestSci does one of two things. If there were no errors detected, then TestSci saves a copy of that version of the software. However, if there are errors detected, then TestSci compares the current version of the software to the most recent saved version and gives the user a detailed report of changes, including the file(s) the changes are in, the line numbers of the changes, and a comparison of the original code to the new code. Figure 4.2 illustrates an example of this comparison. The primary benefit of using TestSci is that it provides the user with information about errors and code changes that they can then use to more quickly identify the cause of the errors. When the user takes advantage of
Figure 4.2: Code Change output from TestSci

--- C:/Fe2/numpy-1.9.1/numpy/polynomial/chebyshev.py
+++ C:/Fe2/numpy-1.9.2/numpy/polynomial/chebyshev.py
@@ -280,7 +280,7 @@
     ""
     n = len(zs)//2
-    ns = np.array([-1, 0, 1], Ftype=zs.dtype)
+    ns = np.array([[-1, 0, 1], dtype=zs.dtype)
     zs *= np.arange(n, n+1)*2
     d, r = _zseries_div(zs, ns)
     return d

--- C:/Fe2/numpy-1.9.1/numpy/polynomial/hermite_e.py
+++ C:/Fe2/numpy-1.9.2/numpy/polynomial/hermite_e.py
@@ -291,7 +291,7 @@
     [roots] = pu.as_series([roots], trim=False)
     roots.sort()
     p = [hermeline(-r, 1) for r in roots]
-    n = len(p+1)
+    n = len(p)
     while n > 1:
         m, r = divmod(n, 2)
         tmp = [hermepol(p[i], p[i+m]) for i in range(m)]
@@ -346,7 +346,7 @@
         ret = c1
     else:
         c2[:c1.size] += c1
-    ret = c2 -1
+    ret = c2
     return pu.trimseq(ret)
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this information, they can spend less time trying to find the errors manually and more time fixing errors and working on new features.

4.4.4 Proof-of-Concept Example

In order to show that TestSci was effective at its goal of aiding the developer in performing integration and regression testing, we used output given to us by our partners to provide a real-world test of TestSci’s ability to decrease the time that it takes to detect errors in the output of changed code. In order to perform this test, we seeded the output files with 3 errors and used TestSci to generate an error log. The original output consisted of 3096 lines of text, while the error log from TestSci is completely contained in figure 4.1. In this somewhat common case, that errors would only appear on a few lines of the output, the reviewer would have had to work through 0.45% as much text to use the errors in the log file than if they were manually inspecting the output files.

To test the change-detection functionality of TestSci, we similarly seeded the polynomial library of numpy with errors. In this case, a manual search for the changes would require going through 13,083 lines of code while the change log from TestSci is contained in Figure 4.2. The developers would then have to work through 0.27% as much text to find the changes than if they were manually inspecting the code files. While this is a best-case scenario, regular use of the tool would keep the change-set relatively small as compared to the overall size of the software.

The much lower amount of information to process shows that using TestSci will prove to be much more efficient than the manual process previously used by our partners. When used on a regular basis, TestSci will provide the developers with a concise report containing a parsed version of the output they already had that is much easier for them to use to quickly detect the presence of errors. The addition of the code change information will provide two functional use case options,
depending on the team’s development methodology. First, it allows a single developer to easily go through the changes made by the other developers on the team in order to identify which change is responsible for the error in output. Second, the team leader can use the code change information to divide this inspection among the members of the team more evenly and guide the team members to the locations that the errors could have entered the software. The primary use of TestSci is to aid the developer in performing integration testing by simplifying the process of finding the errors introduced by the interaction between otherwise tested components. TestSci also provides regression testing support by automatically saving the version of the code that produced correct results. The change analysis created based on this information helps the developer identify whether the problem was introduced by new functionality or a change in existing functionality.

4.4.5 Future Work

In addition to this proof-of-concept, we plan to validate in the real world context of our partners at ORNL. In order to perform this further validation, we created a version of TestSci with a script tailored to their project and provided it for their use. Once they have used TestSci for an extended period of time (1 or 2 months), we will conduct another interview to gather the following data:

1. How much extra work was required to use TestSci in their normal process of software development,

2. How much TestSci decreased the time spent analyzing the data output,

3. How much TestSci helped the process of identifying changed code that modified the original functionality, and
4. What additional functionality would help TestSci be more useful for their development process.

Based on this additional input, we plan to determine what did and did not work with the current iteration of TestSci and improve it for release as an open-source tool for scientific software developers.

4.5 Summary and Future Work

In this paper we presented a pair of examples covering the process of peer code review and the development and evaluation of TestSci, a semi-automated testing tool to aid scientific software developers in their development process. While addressing the peer code review example, we presented findings from teaching a team of scientific software developers to take advantage of the peer code review process. We found that scientific software developers were able to perform peer code review on their own after two sessions with the aid of a software engineer, develop a uniform coding standards, find defects that would cause errors in the future, and find a significant number of readability defects in addition to functional defects. Based on these findings, as well as a literature survey and interviews with developers, we presented a checklist that can be used to help scientific software developers learn to perform effective peer code review without the assistance of software engineers.

We presented a preliminary evaluation of the effectiveness of TestSci. We found that the output produced by TestSci was much easier to navigate and understand than the raw data that had been previously used by our partners. A potential threat to the validity of this evaluation is that the evaluation was performed by one of the authors and only looked at the quantitative data of lines of output. Because the errors were injected, we cannot say how much effort was saved by
the use of the tool. In order to address this threat we plan to have the team we partnered with to evaluate TestSci independently in the course of their normal development, improve the tool based on their findings, and release it open-sourced to the software engineering and scientific software development communities.
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Chapter 5

CONCLUSIONS AND FUTURE WORK

5.1 Conclusion

The dissertation shows that, while scientific software developers recognize they would benefit from using software engineering practices, practices that support verification & validation and testing have not been widely adopted. This conclusion is important because these areas have been repeatedly identified by both scientists and software engineers as some of the most difficult challenges facing scientific software development. Additionally, this dissertation showed that many scientific software developers have adopted practices that approximate the agile development approach, even when they have no formal training in that approach. Furthermore, this dissertation shows that scientific software developers were generally unable to evaluate their overall knowledge of software engineering as shown by their lack of knowledge of specific software engineering practices. In particular, scientists are unfamiliar with the testing practices that would help address the challenges of verification & validation. Finally, the dissertation shows that the software engineering practices of peer code reviews, integration testing, and regression testing are effective at addressing the issues of maintainability and readability in scientific software development.

5.2 Contributions

The primary contributions of this dissertation follow. First, I found that, while scientific software developers recognize they would benefit from using software engineering practices, practices that support verification & validation and testing have not been widely adopted. However,
the difficulties of validating, verifying, and testing their software are widely viewed as one of the most important problems facing scientific software developers. Additionally, I created a list of the software engineering practices used by scientific software developers, provided an analysis of the effectiveness of those practices as well as an analysis of the evidence used to evaluate this effectiveness. Furthermore, I found that scientific software developers were generally unable to evaluate their overall knowledge of software engineering as shown by their knowledge of specific software engineering practices. In particular, I found that scientists were not knowledgeable about a variety of common software testing practices. This observation is important because it means that scientific software developers are not familiar with the practices that would serve to solve the problems with verification & validation shown above. Finally, I showed that the software engineering practices of peer code reviews, integration testing, and regression testing are effective at addressing the issues of maintainability and readability in scientific software development.

5.3 Future Work

In addition to the work performed in this dissertation, I have two more studies planned. The first study is to provide the checklist generated in the work described in Chapter 4 to a group of scientific software developers that is unfamiliar with the process of performing peer code reviews. I will have the team use the checklist to guide their code review process for two months and then have the team members complete a survey to evaluate the effectiveness of the code review process. Additionally, I will have the team participate in an interview to determine how the checklist could be improved and perform another iteration of the survey. The second study is to conduct a more formal user study to validate the SciTest tool also described in Chapter 4. Based on the results of this user study, I plan to revise SciTest and release it as an open-source project to benefit the scientific software development community.
5.4 Publications

The major work for this dissertation is being published in journals as follows: The literature review covered in Chapter 2, titled “Claims About the Use of Software Engineering Practices in Science: A Systematic Literature Review,” has been submitted to *Information Software & Technology* and was returned for a major revision, to be submitted shortly after completion of the dissertation. The paper based on the surveys covered in Chapter 3, titled “What Scientists and Engineers Know About Software Engineering: A Survey,” is under review at the *Empirical Software Engineering Journal*. The paper based on the case studies presented in Chapter 4, will be submitted to the *Empirical Software Engineering Journal*.

The work covered by this dissertation has also been published in the following venues.

1. Self-Perceptions about Software Engineering: A Survey of Scientists and Engineers in the *Computing in Science and Engineering* magazine[6],

2. The Relationship between Development Problems and Use of Software Engineering Practices in Computational Science & Engineering: A Survey at the *First Workshop on Maintainable software Practices in e-Science*[12], and
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Informed Consent for a Research Study

You are being asked to take part in a research study. This study is called Interview of Scientific Software Developers Regarding Peer Code Review. The study is being done by Dr. Jeffrey Carver and Dustin Heaton of the University of Alabama

What is this study about?

This study will help us understand how Computational Science and Engineering (CSE) developers can benefit from a structured peer review process.

Why is this study important--What good will the results do?

This study will help us better understand the review process of CSE developers. It will also provide information that we will use to develop checklists that can be used to help guide future reviews.

Why have I been asked to take part in this study?

You have been asked to be in this study because you are an attendee of the SuperComputing Conference.

How many people besides me will be in this study?

Approximately 100 people will participate in the study.

What will I be asked to do in this study?

If you decide to be in this study, you will be asked to complete an interview.

How much time will I spend being in this study?

Approximately 10 minutes.

Will I be paid for being in this study?

No.

Will being in this study cost me anything?

There will be no cost to you.

Can the researcher take me out of this study?

The researcher may take you out of the study if your interview is incomplete.

What are the benefits (good things) that may happen to me if I am in this study?

There are no direct benefits to you from being in this study.

What are the benefits to scientists or society?
This study will help the researchers understand current computational science software review practices and the areas that need the most support to ensure software quality.

**What are the risks (dangers or harm) to me if I am in this study?**

There are no risks to participating in this study. All information will be anonymous.

**How will my confidentiality (privacy) be protected? What will happen to the information the study keeps on me?**

The interviews will be anonymous.

**What are the alternatives to being in this study? Do I have other choices?**

The alternative/other choice is not to participate.

**What are my rights as a participant?**

Taking part in this study is voluntary. You may choose not to take part at all. If you start the study, you can stop at any time. Leaving the study will not result in any penalty or loss of any benefits you would otherwise receive.

**Who do I call if I have questions or problems?**

If you have questions about the study, please contact Dr. Carver at (205)-348-9828 or carver@cs.ua.edu. If you have any questions about your rights as a research participant you may contact Ms. Tanta Myles, The University of Alabama Research Compliance Officer, at (205)-348-8461 or 1-877-820-3066.

If you have read this consent form, had the study adequately explained to you, understand what you are being asked to do, and freely agree to take part in the interview, please give consent to be interviewed and have your responses used.
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Informed Consent for a Research Study

You are being asked to take part in a research study. This study is called Automated Testing for Computational Science and Engineering. The study is being done by Dr. Jeffrey Carver and Dustin Heaton of the University of Alabama.

What is this study about?

This study will help us understand how Computational Science and Engineering (CSE) developers take advantage of automated unit, regression, and integration testing.

Why is this study important—What good will the results do?

This study will help us better understand the review process of CSE developers. It will also provide information that we will use to develop checklists that can be used to help guide future reviews.

Why have I been asked to take part in this study?

You have been asked to be in this study because you are a member of a software development team at Oak Ridge National Laboratory.

How many people besides me will be in this study?

Approximately 5 people will participate in the study.

What will I be asked to do in this study?

If you decide to be in this study, you will be asked to complete an interview to determine the appropriate “unit” of code to test, utilize the testing tool generated by Dustin Heaton, and complete a survey and interview to give your opinion of the usefulness of the testing techniques.

How much time will I spend being in this study?

Approximately 10 minutes.

Will I be paid for being in this study?

No.

Will being in this study cost me anything?

There will be no cost to you.

Can the researcher take me out of this study?

The researcher may take you out of the study if your interview is incomplete.

What are the benefits (good things) that may happen to me if I am in this study?

There are no direct benefits to you from being in this study.
What are the benefits to scientists or society?

This study will help the researchers understand what tool support is needed to support testing in the computational science and engineering domain.

What are the risks (dangers or harm) to me if I am in this study?

There are no risks to participating in this study. All information will be anonymous.

How will my confidentiality (privacy) be protected? What will happen to the information the study keeps on me?

The interviews and survey will be anonymous.

What are the alternatives to being in this study? Do I have other choices?

The alternative/other choice is not to participate.

What are my rights as a participant?

Taking part in this study is voluntary. You may choose not to take part at all. If you start the study, you can stop at any time. Leaving the study will not result in any penalty or loss of any benefits you would otherwise receive.

Who do I call if I have questions or problems?

If you have questions about the study, please contact Dr. Carver at (205)-348-9828 or carver@cs.ua.edu. If you have any questions about your rights as a research participant you may contact Ms. Tanta Myles, The University of Alabama Research Compliance Officer, at (205)-348-8461 or 1-877-820-3066.

If you have read this consent form, had the study adequately explained to you, understand what you are being asked to do, and freely agree to take part in the interview, please give consent to be interviewed and have your responses used.
August 19, 2010

Jeffrey C. Carver, Ph.D.
Department of Computer Science
College of Engineering
The University of Alabama


Dear Dr. Carver:

The University of Alabama Institutional Review Board has granted approval for your proposed research

Your application has been given expedited approval according to 45 CFR part 46. You have also been granted the requested waiver of written documentation of informed consent. Approval has been given under expedited review category 7 as outlined below:

(7) Research on individual or group characteristics or behavior (including, but not limited to, research on perception, cognition, motivation, identity, language, communication, cultural beliefs or practices, and social behavior) or research employing survey, interview, oral history, focus group, program evaluation, human factors evaluation, or quality assurance methodologies.

Your application will expire on August 16, 2011. If your research will continue beyond this date, complete the relevant portions of Continuing Review and Closure Form. If you wish to modify the application, complete the Modification of an Approved Protocol Form. When the study closes, complete the appropriate portions of FORM: Continuing Review and Closure.

Please use reproductions of the IRB approved informed consent form to obtain consent from your participants.

Should you need to submit any further correspondence regarding this proposal, please include the above application number.

Good luck with your research.

Sincerely,

Carrollato T. Myles, MSM, CIM
Director & Research Compliance Officer
Office for Research Compliance
The University of Alabama
UNIVERSITY OF ALABAMA
INSTITUTIONAL REVIEW BOARD FOR THE PROTECTION OF HUMAN SUBJECTS
REQUEST FOR APPROVAL OF RESEARCH INVOLVING HUMAN SUBJECTS

I. Identifying information

<table>
<thead>
<tr>
<th>Principal Investigator</th>
<th>Second Investigator</th>
<th>Third Investigator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Names: Jeffrey Carver</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Department: Computer Science</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College: Engineering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>University: Alabama</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Address: Box 870290</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone: 8-9829</td>
<td></td>
<td></td>
</tr>
<tr>
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UNIVERSITY OF ALABAMA
Informed Consent for a Research Study

You are being asked to take part in a research study. This study is called Survey of Software Engineering Practices in Computational Science. The study is being done by Dr. Roscoe Barnett, Sandia Laboratory, Dr. Jeffrey Carver, University of Alabama, and Dr. Lorn Hochstein, University of Southern California.

What is this study about?
This survey will help us understand your current practices related to software development in computational science.

Why is this study important--What good will the results do?
This study will help us better what software development practices computational scientists are currently using and where they have needs for more information.

Why have I been asked to take part in this study?
You have been asked to be in this study because you are subscribed to a relevant mailing list.

How many people besides me will be in this study?
Approximately 100 people will participate in the study.

What will I be asked to do in this study?
If you decide to be in this study, you will be asked to complete a survey.

How much time will I spend being in this study?
Approximately 15 minutes.

Will I be paid for being in this study?
No.

Will being in this study cost me anything?
There will be no cost to you.

Can the researcher take me out of this study?
The researcher may take you out of the study if your survey is incomplete.

What are the benefits (good things) that may happen to me if I am in this study?
There are no direct benefits to you from being in this study.

What are the benefits to scientists or society?
This study will help the researchers understand current computational science software development practices and areas of future need.

What are the risks (dangers or harm) to me if I am in this study?
There are no risks to participating in this study. All information will be anonymous.

How will my confidentiality (privacy) be protected? What will happen to the information the study keeps on me?
The surveys will be anonymous.

What are the alternatives to being in this study? Do I have other choices?
The alternative/other choice is not to participate.

What are my rights as a participant?
Taking part in this study is voluntary. You may choose not to take part at all. If you start the study, you can stop at any time. Leaving the study will not result in any penalty or loss of any benefits you would otherwise receive.

Who do I call if I have questions or problems?
If you have questions about the study, please contact Dr. Carver at (205)-348-9828 or carver@cs.ua.edu. If you have any questions about your rights as a research participant you may contact Ms. Tanta Myles, The University of Alabama Research Compliance Officer, at (205)-348-8461 or 1-877-820-3066.
If you have read this consent form, had the study adequately explained to you, understand what you are being asked to do, and freely agree to take part in the survey, click the “next” button. Otherwise, please exit the survey.