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ABSTRACT 

Economies have three investors: public investors, private investors and the foreign 

investors. This dissertation examines the response of each investor to economic shocks in the 

United States (US). Chapter 1 employs an over-identified, structural vector auto-regression 

(SVAR), examining the effects of gross, fixed government investment on private sector 

employment, consumption, and fixed nonresidential investment. An increase in government 

fixed investment likely causes a decrease in private sector economic activity.  Government 

defense investment appears as the primary non-stimulant. Specifically, a one standard deviation 

shock to total government investment permanently increases government investment by 2.5%, 

and permanently reduces private sector investment by 1% by 5 quarters later. A one standard 

deviation shock to government defense investment, however, increases defense investments by 

5% and permanently reduces private sector employment and investment.   

The final chapter examines the effect of a one standard deviation shock to exchange rates, 

inflation and interest rates on inflows of foreign direct investment (FDI) and sales of US 

securities abroad. We use two sets of 4-variable, over-identified SVAR’s: one for FDI and one 

for securities. A one standard deviation shock to inflation reduces foreign direct investment 

inflows, but a positive shock to the interest rate reduces purchases of US securities. Shocks to 

FDI are independent of exchange rate shocks, securities may be indirectly affected by exchange 

rate shocks (although, they are directly affected by exchange rate shocks), and shocks to inflows 

lead to an appreciation in the dollar. Our results are stronger when we control for structural 
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breaks in the data. Finally, our empirical model helps to explain the unusually large of FDI 

inflow from 1979:4 to 1982:3. 
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CHAPTER 1 

PUBLIC INVESTMENT AND PRIVATE SECTOR ACTIVITY 

1.1   Introduction 

In theory, it is possible for a government’s fixed investment expenditures to expand the 

capital stock in a manner that complements capital held by the private sector.  If this is the case, 

then an increase in government investment augments the productivity of private sector capital. 

As a result, private fixed investment increases thereby raising the private capital stock.  

Consequentially, labor is made more productive, hence, escalating employment, wages and 

consumption expenditures.  For some types of government investment expenditures this might 

not be the case.  For example, it is not clear how it would be possible for fixed military 

investments to enhance the productivity of privately held capital.  Additionally, more elaborate 

fixtures in government offices also do not improve the productivity of privately held capital.  

Investments in roads and bridges as well as investments that improve some government services, 

however, might heighten the productivity of privately held capital.  These considerations suggest 

that whether an increase in government investment expenditures stimulates private sector 

economic activity likely depends upon compositional increases in government investment.  

Specifically, if there is a rise in a component of government investment expenditures that does 

not improve the productivity of the private sector, then it must reduce private sector output 

through a crowding-out effect.
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Between 2007 and 2012 nearly one-half of total government investment expenditures in 

the United States were made by the federal government
1
. About two-thirds of federal 

government investment expenditures were investments in national defense, although only about 

one-third of total government investment expenditures were defense expenditures during this 

period. Prior to the July 2013 comprehensive revisions of the NIPA (National Income and 

Product Accounts) investment items included two major components: structures and equipment.  

The 2013 comprehensive revisions add a third component, intellectual property products.  If one 

leaves out intellectual property products, then during the period 2007-2012 federal government 

investment expenditures on average are about 29% of total government investment. National 

defense related investment on average, during the same period,  is about three-quarters of federal 

government investment and about one-fifth of total government investment.  Either way national 

defense investments are an important component of total government investment expenditures. 

This suggests that there is at least one important component of government investment that might 

not enhance the productivity of the private sector. 

This paper addresses the question: what is the effect of government investment 

expenditures on aggregate private sector economic activity? More specifically, are there portions 

of government investment, like defense investments, which have a more adverse effect than 

others on the private sector.  Our results imply that increases in government investment 

expenditures either have no effect on or cause a decrease in private sector economic activity.  

Our strongest results are for government defense investments. We find an increase in 

government defense investments cause economically important and statistically significant 

                                                 
1
 Ratios calculated from NIPA Table 3.9.5, lines 3, 11 and 19 using data available on December 

31, 2013.   
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decreases in personal consumption expenditures, private sector employment and private sector 

nonresidential fixed investment.  Also, our results imply that the declines in the latter two are 

permanent.  

Our empirical work can be motivated by considering an aggregate production function in 

which total output is the sum of private sector output, YP, and government output, YG.  We 

assume that the government holds two types of capital, KG1 and KG2.An increase KG1 enhances 

the productivity of privately held capital, but KG2 has no direct effect on the productivity of 

privately held capital.  As a result, output and employment in the private sector depends on 

private sector employment, LP, privately held capital, KP, and only one component of 

government capital, KG1.  If we assume that the production function for private sector output is:  

    (   )  
   

          
   

  
                                                                                      (   ) 

then it is easy to see that an increase in KG2 has no direct effect on private sector output, but can 

reduce private sector output through the crowding out of privately held capital.  According to 

equation 1.1, an increase in KG1 increases the marginal product of KP, which causes private 

sector investment to increase. This can be, however, offset at the aggregate level by the crowding 

out effect.  

In order to empirically assess this issue we use a structural vector auto-regression (VAR). 

The variables we use are real gross government investment, real private consumption, real 

private non-residential investment, total private employment, the core consumer price index and 

the effective federal funds rate.  The impulse responses we obtain imply that a 1 standard 

deviation positive shock to government investment results in a permanent increase in 

government investment. That same shock persistently crowds out private domestic investment. 

We obtain these results using NIPA data available before July of 2013 (the “old” data) as well as 
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with the revised data available after July 2013(the “new” data).  We find, though, that structural 

changes occurring in the archived NIPA data do not occur with the revised NIPA data.  In 

addition, this paper indicates government investment is not anticipated by the private sector. 

Lastly, our findings suggest federal government investment causes more crowding out than state 

and local level investment.  This appears to be the result of the defense investments which 

dominate nondefense investments at the federal level. 

1.2   Relevant Literature 

Is government investment a complement to private sector capital? This question has been 

examined by Aschauer (1989), Baxter and King (1993), Burnside et al. (2004), Ravn et al. 

(2006), and Gali et al (2007).   

Baxter and King (1993) simulate a neo-classical model with lump-sum taxes. In their 

model an increase in government consumption expenditures reduces wealth because it increases 

the present value of expected future taxes.  As a result, higher government consumption spending 

increases labor supply and therefore output, but reduces consumption expenditures.  Since they 

assume that government investment is complementary to privately held capital, an increase in 

government investment expenditures stimulates the economy by raising the productivity of both 

labor and capital.  Aschauer (1989) presents a model that yields similar predictions.  Burnside et 

al. (2004) modify the neoclassical model in a manner that causes an increase in government 

purchases to raise rather than reduce consumption expenditures. Ravn et al. (2006) and Gali et 

al. (2007) introduce monopolistic competition in order to obtain the same result.  Whether or the 

extent to which government capital is complementary to private sector capital, however, remains 

an empirical question that has not been directly addressed by these papers.  
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This paper can be viewed as an extension of work done by Ramey (2011) and by Leeper 

et al. (2010).  Like Ramey we use a structural VAR with similar variables and bootstrap standard 

errors, but we differ in that we examine the effect of government investment shocks only. We 

also look at the accumulated responses to government investment shocks in order to determine 

whether there are economically significant effects on the private sector of the economy.  

Although Leeper et al examine many of the same issues as we do, they use a calibrated model. 

The advantage of using our structural VAR is that it allows us to estimate how long a lag there is 

in the private sector’s response to government investment shocks. By doing so we can weigh in 

on the debate in the current literature about whether or not the private sector anticipates changes 

in government spending. 

Our paper is organized as follows. In Section 1.3 we describe the data used in our 

benchmark estimations. Section 1.4 explains our empirical methods. We present results of 

exclusion tests in section 1.5, while Section 1.6 presents out results. In section 1.7 we conclude. 

1.3   Data Description 

Real quarterly quantity indices of gross government investment (G), private domestic 

consumption (C), and private domestic non-residential investment (I) were obtained from Table 

1.1.3 and Table 3.9.3 of the United States NIPA (via the Bureau of Economic Analysis (BEA) 

website).  We obtained the effective federal funds rate (R), the consumer price index excluding 

energy and food (PRI), as well as NBER business-cycle turning points from the Federal Reserve 

Bank of Saint Louis’s database (FRED). The level of total employment (N) is a seasonally-

adjusted, quarterly observation on total private employees collected from the Bureau of Labor 

Statistics with series identification CES0500000025. We average monthly observations to obtain 

quarterly values for R and PRI.  Our range of observations is 1957:1-2012:4.  
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Figure 1.1 presents time series plots of the logarithms of G, C, I, PRI, and N as well as 

the level of R. These are the series used in our initial regressions. In the plots for the quantity 

indices there are two series labels: “old” and “new”. The “old” series is the index that was 

available on the BEA website before July 2013 (with base year 2005 defined to be 100). While 

the “new” series is the index available after July 2013
2
 (with base year 2009 defined to be 100).  

All variables, with the exception of R, have an upward trend and do not appear to revert to a 

mean value. The effective federal funds rate, however, generally drifts upward until the early 

1980’s after which it generally drifts downward. Figure 1.2 presents first-differenced data. Every 

series with the exception of the price variable (PRI) appears to be integrated of at least order 1.  

Note that special attention should be paid to the differences in the degree of volatility between 

the old and new series for private domestic investment.  In a test presented later we show that our 

empirical model suffers a structural break when using the old data, but not if we use the new 

data.  

To more formally determine whether the data are stationary in levels or in first-

differences we perform a unit root test. We determine the number of lags to include in each test 

by fitting each series to a univariate ARIMA model. Table 1.1 and Table1.2 present Dickey-

Fuller unit root statistics for old data and new data, respectively. Because, as is shown later, there 

appears to be a structural change in our model when we use the old data, we display the tests for 

different subsamples. In the old data we perform all tests on the full sample of usable 

observations ranging from 1958:2- 2012:4. We will often refer to this as the “longer” sample. 

Then we perform all tests on the “shorter” sample ranging from 1958:2-2007:4. We always use 

the full sample for the new data since with that data we find no evidence of a structural change. 

                                                 
2
 The BEA updated data in July 2013. We exploit that new data here. 
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 The first row for each subsample in Tables 1.1 and 1.2 presents the results for the level 

of each variable, while the second row presents results for the log-level of each variable.  Each 

test statistic in the first and second rows is low enough to fail to reject the null hypothesis of a 

unit root.   The third row of Tables 1.1 and 1.2 presents results for the first-differences of the log 

of the variables (with the exception of R where the first-difference is used instead).  Each test 

statistic presented in the third row of Tables 1.1 and 1. 2 are large enough to warrant a rejection 

of the null hypothesis that there is a unit root.  Hence we conclude our variables are non-

stationary in levels, but stationary in first-differences. 

Although we acknowledge the necessity of co-integration tests to determine long run 

relationships, we do not address the issue here
3
 for the purpose of brevity. We follow the 

previous VAR literature examining the effect of fiscal policy (i.e. Ramey, 2011; Blanchard and 

Perrotti, 2000) and do not use a vector error correction model in this paper.    

1.4   The Structural Model and Identification  

We identify government investment spending shocks by estimating the following 

structural vector auto-regression (VAR): 

       ( )                                                                                                                                 (   ) 

Here,     is the vector of economic variables including: DLG, DLC, DLN, DLPRI, DLI and DR. 

“D” indicates that a variable is first-differenced and “L” indicates a log transformation of a 

variable. All variables are in log first-differences except R which is in level first-differences.   is 

a deterministic vector containing the constant term in each regression. A(L) is a polynomial lag 

                                                 
3
 I would like to thank Dr. Bradley Wilson for pointing out that the long run relationships among 

these variables is most accurately addressed using an error correction model.  However we have 

no theoretical reason to believe that the variables in our VAR are co-integrated.  
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operator with 4 distributed lags ( i.e. VAR(4))
4
. The vector    is the vector of VAR residuals.  

Note that the reduced form residual can be defined as        , where     is the vector of 

structural shocks. The respective VAR residuals                                           can 

be used to recover the structural shocks in    (i.e.                                     ) by 

making assumptions sufficient to allow the identification of B.  

If we use a Choleski decomposition to identify B we can write: 

(
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   (  )      
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(

 
 
 

     
     
     
       
     
    )

 
 
 
                     (   )  

where B is the six-by-six diagonal matrix. In equation 3 the government spending shock is 

ordered first as in done in Ramey (2011), since this is the standard way to identify government 

spending shocks in the fiscal policy VAR literature. Identifying the shock to government 

investment spending by ordering it first makes its identification independent of the way the other 

shocks are identified (Christiano et al., 1999).   

Notice that five of the members of B in equation 3 are of the form “   (  )”.  The 

estimated value of these terms are economically small and the bootstrapped standard errors 

imply that they are each not significantly different from zero.  This is an interesting result for the 

following reason:  The Choleski decomposition imposes the assumption that no other structural 

shock has an immediate effect on government investment spending.  So then adding the 

                                                 
4
 Aikaike Information Criteria and Bayesian Information Criteria determine that 2 lags are best in 

the setup. According to Juselius (2006, p. 72) seldom are 2 lags enough to eliminate residual 

serial correlation, so we proceed we employ 4 lags for this reason. 
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restrictions                     implies shocks to government spending also have no 

immediate effect on any other variable except the rate of inflation. This implies there is a lag in 

the real effect on the private sector of government investment expenditures.  Finally, the 

assumption b54 = 0 (along with the ordering being used in the Choleski decomposition) implies 

shocks to the rate of inflation have no immediate effect on any other variable besides itself and 

the federal funds rate.
5
  This means that it does not matter whether we order DLPRI before or 

after private-sector investment, DLI. 

We test the null hypothesis that these additional restrictions are binding using a 

likelihood ratio test.  (See, for example, Cover and Mallick (2012).)  When we use the old data, 

this test fails to reject the over- identifying restrictions with a marginal significance level of 0.58 

when estimated for the longer sample and 0.64 for the shorter sample.  Hence we find that real 

economic activity in the private sector responds with a lag to government investment shocks.  

We fail to reject this set of over-identifying restrictions for every data set we employ in this 

paper. Other over-identifying restrictions test statistics are provided in the results section.  Note 

that this is the identification scheme used in all estimations. 

1.5   Exclusion Statistics 

In order to gain some insight into the structure of and interactions between the data series 

in the VAR, Tables 1.3-1.6 present results of some exclusion tests.  Table1. 3 (using old data) 

and Table 1.4 (using new data) present marginal significance levels obtained from single 

equation exclusion tests, while Tables 1.5 and 1.6 present block exclusion statistics. Once again 

the tests are performed over the subsamples mentioned in section 1.3.  

                                                 
5
 Romer (2006) mentions this in his Advanced Macroeconomics textbook as a standard 

assumption employed in macroeconomic models.  
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The first row of Table 1.3 shows that the lagged values of government investment 

spending are not jointly significant in any equation of the VAR other than that of inflation.  This 

result also holds for the shorter sample period shown in the bottom half of Table 1.3 and first 

row of Table 1.4 for the new data.  It appears the path through which changes in government 

investment spending affects changes in the private sector is complex.  If government spending 

affects the private sector it is through the effect of a change in the rate of inflation on the federal 

funds rate and employment.  Specifically, the entries in the fourth rows of Tables 1.3 and 1.4 

show a statistically significant effect of lagged inflation on employment and the federal funds 

rate.  The first column in the top part of Table 1.3 shows that with the old data (for the full 

sample) only employment has had a direct effect on government investment spending.  But the 

corresponding entry in the bottom part of Table1. 3 show that there was a systematic response of 

changes in government investment to changes in private sector investment before the financial 

crisis.  The first column of Table 1.4 shows that both private sector employment and investment 

have a systematic effect on government investment spending if one uses the new data. 

It is also worth noting that, with the exception of DLI, over the longer sample in Table 

1.3, each row of Tables 1.3 and 1.4 has at least one statistically significant entry. Thus indicating 

each explanatory variable is affecting at least one other variable in the VAR.  Furthermore, 

reading Tables1.3 and 1.4 vertically indicates at least one explanatory variable has a statistically 

significant effect on each dependent variable.  Again, this is simply an illustration of the complex 

interaction between the variables in the VAR.  

We further examine the interactions between the variables using the test statistics 

presented in Tables 1.5 and 1.6 which ask whether each variable belongs as an explanatory 

variable in the VAR.  For example, the first entry in Table 1.5 presents the test of the null 
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hypothesis that the coefficients on lagged government investment spending in the other five 

equations are jointly zero.  Since the Chi-squared statistic is relatively large we reject the 

hypothesis and conclude that lagged government investment spending belongs in the other five 

equations in the VAR.  The results presented in the top part of Table 1.5 use the old data for the 

entire sample. Those in the bottom part of Table 1.5 use the old data with a sample period that 

ends with the fourth quarter of 2007.  The results presented in Table 1.6 use the new data for the 

entire sample period.  With the exception of the exclusion test for private sector investment in 

the top part of Table 1.5, we reject each of the null hypotheses in Tables 1.5 and 1.6. We 

conclude that each of the six variables in our system belong as explanatory variables in the 

equations for the other variables in the system.    

We would be remiss if we did not point out the remarkable consistency in the results 

presented in Tables 1.3-1.6. With the exception of those statistics involving private sector 

investment, it appears that the patterns in the old data for a sample period that ends in 2007:4 are 

similar to those with the new data. Explicitly, patterns over the long and short samples differ 

within the old data. The sample ending in 2007:4 in the old data, however, has similar patterns to 

those in the new data ending in 2012:4.  As is discussed later, these similarities provide evidence 

for the robustness of our results.  

All things considered Tables 1.3 through 1.6 imply that there is a statistical relationship 

among the variables in the system.  These statistics, unfortunately, do not tell us what types of 

shocks are responsible for fluctuations in the data.  In particular, to determine the effect of 

exogenous shocks or innovations in government investment spending on private sector 

investment, employment and consumption we calculate the responses of these variables to one-



12 

 

standard-deviation shocks to government spending identified by using the structural VAR 

discussed in section 1.4, above. 

1.6  Results 

1.6.1  Benchmark Results 

Figures 1.3-1.5 present our benchmark results.  Figure 1.3 presents the accumulated 

responses of DLG, DLC, DEMP and DLI to a one standard deviation shock to DLG using the 

“old” data for the full sample period, 1958:-2012:4. Figure 1.4 presents those obtained 

employing a sample that ends in 2007:4.  The center line in each graph is the mean value 

obtained from bootstrapping the impulse response using 2000 draws. The other lines represent 

68% and 90% bootstrapped confidence intervals.  

From the first graphs in Figure 1.3 and 1.4 one can see that a one standard deviation 

shock to DLG leads to an approximate 2.7% increase in government investment expenditures.  

The vast majority of the response of government investment expenditures to its own shock 

appears to be permanent.  After 8 quarters, there is very little change in any of the bands in the 

top graphs in Figure 1.3 and 1.4.   Hence, we can conclude that a shock to DLG is typically a 

permanent increase in government investment expenditures somewhere between 1.5% and 3.5%.   

The next three responses in Figure 1.3 and Figure 1.4, going from top to bottom, are 

those of DLC, DLN and DLI.  Recall that a likelihood ratio test failed to reject the null 

hypothesis that                          in equation 3.  So the impact effects of the 

government investment shock on consumption, private sector employment and private sector 

investment are zero.  The shapes of the mean values of the accumulated responses of 

consumption, private employment and private investment in Figures 1.3 and 1.4 are similar.  

Each variable gradually declines and levels off at a negative value implying that the point 
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estimate of the permanent effect from a government investment shock is negative.  In both 

figures the declines in consumption and employment are briefly statistically significant using the 

68% confidence interval.  The decline in consumption in Figure 1.4, however, is statistically 

significant at the 90% level only during the 3
rd

 and 4
th

 periods after the shock. The decline in 

private sector investment in Figure 1.3 becomes significant at the 68% level during the third 

quarter after the shock. Also, it remains barely significant at that level in later quarters, but is 

never significant at the 90% level.  This contrasts sharply with the response of private sector 

investment shown in Figure 1.4. Private investment declines and becomes statistically significant 

at the 90% level 3 quarters after the shock. It remains negative and significant at the 90% level 

for all of the following periods shown.  

The strikingly different results for the response of investment expenditures in Figures 1.3 

and 1.4 suggest that the estimated VAR for the shorter sample is different from the estimated 

model for the longer sample. Since the longer sample is a period which includes the most recent 

recession and the relatively slow recovery of the U. S. economy, we use a Chow forecast test to 

test the null hypothesis that the estimated model for sample 1958:2-2007:4 also holds for 2008:1-

2012:4.  That is, does our empirical structure perform as well estimating the most recent part of 

our sample as it does the former portion? The hypothesis is rejected at the 1% level with a 

marginal significance level that is essentially zero as shown at the bottom of Figure 1.4. 

It would seem that an obvious explanation of this structural change in the estimated 

model is that it results from the slack in the U. S. economy created by the severe financial crisis 

during 2008. Crowding out of private sector investment as shown in the shorter sample in Figure 

1.4, though, does not necessarily occur in such a weak economy.  Seemingly, the graph in the 

top, right-hand corner of Figure 1.1 suggests an alternative explanation.  This graph shows that 
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the behavior of private sector investment during the period 2008-2012 as measured by the “old” 

NIPA data are different from the behavior as measured by the “new” NIPA data. The recent 

revision of the NIPA was in part motivated by the notion that investment spending had been mis-

measured because it left out intellectual investment. So, the possibility that the old data mis-

measures investment provides us with an alternative explanation for the structural change in our 

model. That is, there appears to be a structural change resulting from the most recent recession 

might actually be the result of omitting an important component of investment from the (old) 

data.  If this is the case, then we would not expect to find evidence supporting a structural change 

using the “new” data.   

We therefore re-estimate the VAR using the “new” NIPA data for DLG, DLC, and DLI. 

We then apply the Chow forecast test with the null hypothesis that the estimated model for 

sample 1958:2-2007:4 also holds for 2008:1-2012:4.  We fail to reject the null hypothesis that 

there is no structural change in the model with a marginal significance level of 0.28 as shown at 

the bottom of Figure 1.5.  Figure 1.5 presents the impulse response functions obtained from 

estimates for the full sample period, 1958:2-2012:4. Responses obtained using sample period 

from 1958:2 to 2007:4 are not displayed because they are very similar to the responses displayed 

in Figure 1.5. Note that with the “new” data we fail to reject the same over-identifying 

restrictions with a marginal significance level of 0.55; therefore, we use the same set of 

restrictions we imposed on the “old” data.  Figures 1.4 and 5 look quite similar.  The mean 

values of the bootstrapped responses of DLC, DEMP, and DLI remain negative, while the 

response of private sector investment is statistically significant at the 68% level, and nearly so at 

the 90% level.  
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We have two results from our baseline estimates.  First, we find no support for the idea 

that increases in government fixed investment cause an increase in private-sector economic 

activity.  If anything, increases in government fixed investment reduce private sector economic 

activity.  Second, we find that our model has a structural break after 2007 if we use the old NIPA 

data (before the 2013 comprehensive revision), but not if we use the new NIPA data.  Since one 

of the major differences between the new and old NIPA data is the inclusion of intellectual 

investment in the new data, our results support the idea that the revision provides us with a better 

measure of fixed investment. 

1.6.2 Results using Extended Data 

Because the old NIPA series begins in 1947, this section checks the robustness of the 

above results by presenting the impulse response function obtained from estimating the model 

for sample period 1948:2-2007:4.  Because the effective federal funds rate begins in 1954, we 

replace it with the 3-month Treasury bill rate. Since the consumer price index excluding food and 

energy begins in 1959, we replace it with the overall consumer price index. With this data set we 

continue to fail to reject the null hypothesis that our over-identifying restrictions are binding with 

a marginal significance level of 0.15. We also reject the null hypothesis that the estimated VAR 

for the period 1948:2-2007:4 holds for the period 2008:1-2012:4.  Hence we do not present 

results for a sample period that ends in 2012:4 for this set of estimations.   

Figure 1.6 presents accumulated impulse responses. The impact effect of a one standard 

deviation shock to government investment is a 2.5% increase in government investment 

spending which increases to 4% by the fifth quarter. At the 90% level we are confident that the 

impact effect lies between 2.4% and 2.8%.  The accumulated responses of consumption, 

employment and private non-residential investment presented in Figure 1.6 have shapes that are 
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generally similar to those in Figure 1.4.  Notably, there continues to be a statistically significant, 

permanent decline in investment expenditures.  There are two notable differences between 

Figures 1.4 and1. 6.  First, in Figure 1.6 the decline in employment is statistically significant 

from the third through the seventh quarter after the shock.  Second, in Figure 1.6 the point 

estimate of the accumulated response of consumption expenditures becomes positive seven 

quarters after the shock, though it is never significant at the 90% level.  The results obtained 

using the longer sample period provide no support for the notion that increases in government 

investment expenditures stimulate the private sector of the economy. 

1.6.3 Results from State and Federal Data 

It is entirely possible that the various types of government investment expenditures have 

different effects on the private sector.  Leduc and Wilson (2012) point out that state and local 

governments are more likely to invest in economic infrastructures than is the federal government.  

This suggests that state and local government expenditure may do more to stimulate the private 

sector than federal government investment.  To examine this question, we re-estimate the model 

using state and local government investment as our measure of government investment, and then 

using only federal government investment expenditures.  Figure 1.7 presents the accumulated 

impulse responses obtained using the state government investment data and Figure 1.8 presents 

the corresponding impulse responses using federal government investment data. We, again, fail 

to reject the set of over-identifying restrictions discussed in section 1.4, with marginal 

significance levels of 0.16 and 0.74 for state level and federal level data, respectively.  The 

sample period is 1958:2 to 2012:4 and we use the “new” NIPA data.  We also fail to reject the 

null hypothesis that the estimated model for the period 1958:2-2007:4 also holds for the period 

2008:1-2012:4.   
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The top graph in Figure 1.7 shows that a one standard deviation positive shock to state 

level investment has an impact effect of 2.7% on state investment. The bootstrapped 90% error 

band varies from 2.4% to and 3%.  The point estimate of the effect on state government 

investment gradually declines, reaching 2% by the sixth quarter after which it declines more 

slowly. The bottom three graphs show that there is no increase in private economic activity 

resulting from a shock to state and local government investment expenditure.  There are 

statistically insignificant declines in consumption expenditure and private sector investment 

expenditure, and no effect at all on private sector employment.   

Figure 1.8 shows that the effect of a shock to federal government investment spending is 

only a little bit different from the effect of a shock at the state level, but in an important way.  

First, the top graph shows that the impact effect of a one standard deviation shock to federal 

investment spending is a 2.5% increase that gradually reaches 3% by the fifth quarter and 

changes very little afterwards.  The bottom three graphs show that the mean value of the 

bootstrapped responses of consumption, private sector employment and investment all decline 

and remain negative.  The effect on consumption is statistically significant at the 68% level until 

the seventh quarter after the shock. Meanwhile the effect on private sector employment is 

significant at the 90% level until the seventh quarter after the shock. It remains significant at the 

68% level for the remainder of the graph.  Finally, the decline in private sector investment is 

significant at the 90% level throughout the 25 quarters after the shock shown in the graph.   

Although the results presented in Figure 1.7 do not suggest that state government 

investment causes a statistically significant decline in private sector economic activity, the 

results in Figure 1.8 show that federal investment shocks appear to cause a decrease in private 

sector economic activity. This is particularly true for employment and investment. The next 
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section examines whether there is a difference in the effects of federal nondefense and federal 

defense investment shocks.  

1.6.4 Results from Nondefense and Defense Data 

Figures 1.9 and 1.10 present the accumulated responses of DLG, DLC, DEMP and DLI 

to a one standard deviation shock to DLG, where DLG is calculated from federal nondefense and 

federal defense investments, respectively. The sample period remains 1958:2-2012:4, and for 

both models we fail to reject (at marginal significance levels of 0.33 and 0.44 for nondefense and 

defense data, respectively) the same set of over-identifying restrictions as we use with the other 

VAR’s examined in this paper.  We also fail to reject the null hypothesis that the estimated VAR 

for sample period 1958:2-2007:4 also holds for 2008:1-2012:4.   

Figure 1.9 shows that a one standard deviation positive shock to non-defense government 

investment is equal to about 2% of nondefense government investment. The result is a 4% 

increase in nondefense investment after two years.  The bottom three graphs in the figure show 

that the shock tends to cause increases in private sector economic activity, but none of these 

effects is statistically significant except for that on private sector investment, and this only at the 

68% level. 

The top graph in Figure 1.10 shows that a one-standard deviation shock to national 

defense federal government investment expenditures is an approximate 4% increase in defense 

investment. By the sixth quarter it increases to 5% and remains at that level afterwards.  The 

bottom three graphs show that the shock causes declines in consumption expenditures, private-

sector employment, and private sector investment.  The decline in consumption is significant at 

the 90% level for 7 quarters after the shock, while the declines in employment and private 

investment are statistically significant at the 90% level throughout the 25 quarters shown in the 
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figures.  The resulting permanent decline in private sector employment is about 0.4%, while the 

permanent decline in private sector investment is about 1.5%.   

The results presented in Figure 1.8 provide strong evidence that US government defense 

investments reduces private sector economic activity.  This contrasts sharply with the effect of 

shocks to nondefense government investment which are positive, though not statistically 

significant.   

1.7   Conclusion 

This paper uses a structural vector auto-regression (VAR) to identify and examine the 

effect of exogenous shocks to gross government investment on consumption, private sector 

employment, and private nonresidential investment.  We find little or no support for the notion 

that increases in government investment stimulate private economic activity as measured by the 

above three variables.  In particular, in none of our models does an increase in government 

investment result in a statistically significant increase in consumption expenditures, private 

employment, or private investment.  On the contrary, in seven of the eight models we estimate, 

we find that increases in government investment cause declines in private sector investment. In 

four of these models the declines are permanent and statistically significant at the 90% level, 

while in two others the declines are significant at the 68% level.  By disaggregating government 

investment into state, federal nondefense, and federal defense related investment expenditures, 

we find that the source of the negative effect of government investment expenditures on the 

private sector is national-defense-related investment. 
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This allows us to conclude that federal defense investments clearly (on average) do not 

complement the private sector.
 6

  On the contrary, they appear to crowd out the private sector, 

while nondefense investment expenditures have no statistically significant effect on the private 

sector and thus neither complement nor substitute for private investment.  Our results suggest 

that government investment expenditures in general should not be solely justified because they 

are assumed to stimulate the private sector.  The decision to increase government investment 

expenditures therefore should primarily be based upon the social benefit derived from providing 

government services (especially as it relates to providing for our national defense) and not on 

any supposed multiplier effect on the private sector.  

We consistently found that we were unable to reject the null hypothesis that shocks to 

government investment have no immediate effect on real, private economic activity.  Hence our 

estimates imply that there is a lag of at least one quarter in the effect of government investment 

shocks on the economy.  We also found that our estimated model exhibited greater structural 

stability when we used NIPA data available after the 2013 comprehensive revisions (i.e. “new” 

NIPA data).  When using the “old” data, we reject the null hypothesis that the estimated model 

for sample period 1958:2-2007:4 also holds for the period 2008:1-2012:4.  In contrast we find 

that when using the “new” data this same null hypothesis is not rejected. The revised data 

broadens the definition of investment so that it includes investments in intellectual property 

                                                 
6
 Charles Becker has pointed out that some defense investment expenditures (such as the GPS 

system, drones, and developments in aircraft) have the ability to make private sector capital more 

productive.  Our results imply that, if this is the case, the lag in their effect is so long that the 

effects cannot be picked up by our VAR or the effects have been overwhelmed by crowding out. 
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products.  We believe that our finding of greater model stability provides support for using this 

broader definition of investment expenditures.   
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Table 1.1 

Unit Root Statistics on Old Data 

1958:2-2012:4 

Variable G C N PRI I R 

T-statistic 

(in levels) 

-0.39 1.10 -0.71 0.50 -0.58 -1.93 

T-statistic 

(in logs) 

-1.01 -1.94 -1.47 -1.13 -1.17 - 

T-statistic 

(in % changes; first-difference 

in FFR) 

-16.31*** -5.32*** -5.83*** -2.94** -6.79*** -7.52*** 

1958:2-2007:4 

Variable G C N PRI I R 

T-statistic 

(in levels) 

1.02 2.70 0.07 0.73 1.65 -2.28 

T-statistic 

(in logs) 

-0.33 -1.18 -0.90 -0.79 -0.22 - 

T-statistic 

(in % changes; first-difference 

in FFR) 

-15.87*** -5.58*** -5.95*** -2.92** -6.05*** -7.29*** 

Confidence Levels with Deterministic Constant: 10%(*); 5% (**); 1% (***) 

 

 

 

Table 1.2 

Unit Root Statistics on New Data 

1958:2-2012:4 

Variable G C N PRI I R 

T-statistic 

(in levels) 

-0.51 1.29 -0.71 0.50 0.33 -1.98 

T-statistic 

(in logs) 

-1.57 1.82 -1.47 -1.13 -0.80 - 

T-statistic 

(in % changes; first-difference 

in FFR) 

-15.13*** -5.36*** -5.83*** -2.94** -6.10*** -7.68*** 

Confidence Levels with Deterministic Constant: 10%(*); 5% (**); 1% (***) 
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Table1.3 

Exclusion Statistics on Single VAR Regressions with Old Data 

1958:2-2012:4 

 Dependent Variable in Regression 

Explanatory 

Variable  

 

DLG 

 

DLC 

 

DLN 

 

DLPRI 

 

DLI 

 

DR 

DLG 0.19 0.51 0.10 0.01*** 0.55 0.27 

DLC 0.96 0.01*** 0.00*** 0.33 0.09* 0.25 

DLN 0.04** 0.21 0.00** 0.03** 0.01*** 0.00*** 

DLPRI 0.36 0.28 0.02** 0.00*** 0.26 0.00*** 

DLI 0.41 0.92 0.75 0.86 0.85 0.63 

DR 0.37 0.04** 0.74 0.00*** 0.13 0.00*** 

1958:2-2007:4 

 Dependent Variable in Regression 

Explanatory 

Variable  

 

DLG 

 

DLC 

 

DLN 

 

DLPRI 

 

DLI 

 

DR 

DLG 0.18 0.38 0.12 0.01*** 0.16 0.17 

DLC 0.84 0.67 0.01*** 0.60 0.56 0.33 

DLN 0.06* 0.05* 0.00*** 0.02** 0.00*** 0.00*** 

DLPRI 0.31 0.19 0.02** 0.00*** 0.18 0.00*** 

DLI 0.04** 0.44 0.20 0.29 0.28 0.23 

DR 0.59 0.00*** 0.90 0.00*** 0.71 0.00*** 

P-Values for Regressions With Deterministic Constant: 10%(*); 5% (**);  1% (***) 

 

 

Table 1.4 

Exclusion Statistics on Single VAR Regressions with New Data 

 Dependent Variable in Regression 

Explanatory 

Variable  

 

DLG 

 

DLC 

 

DLN 

 

DLPRI 

 

DLI 

 

DR 

DLG 0.12 0.55 0.14 0.01*** 0.13 0.48 

DLC 0.99 0.02** 0.00*** 0.35 0.07* 0.34 

DLN 0.06* 0.21 0.00*** 0.01*** 0.00*** 0.00*** 

DLPRI 0.23 0.20 0.02** 0.00*** 0.23 0.00*** 

DLI 0.05** 0.63 0.18 0.29 0.35 0.04** 

DR 0.41 0.03** 0.85 0.00*** 0.16 0.00*** 

P-Values for Regressions With Deterministic Constant: 10%(*); 5% (**);  1% (***) 
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Table1.5 

Block Exclusion Statistics with old Data 

Block Exclusion Statistics 

1958:2-2012:4 

Chi- Squared Statistic Null: No 

(P-Value)  

Can DLG be included in all other VAR regressions?  

Chi-Squared(20) 

29.14 

(0.09)* 

Reject the null. 

   

Can DLC be included in all other VAR regressions? 

 Chi-Squared(20) 

37.88 

(0.00)*** 

Reject the null. 

   

Can DLN be included in all other VAR regressions?  

Chi-Squared(20) 

42.09 

(0.00)*** 

Reject the null. 

   

Can DLPRI be included in all other VAR regressions? 

Chi-Squared(20) 

47.71 

(0.00)*** 

Reject the null. 

   

Can DLI be included in all other VAR regressions? 

 Chi-Squared(20) 

11.02 

(0.94) 

Fail to reject the null. 

   

Can DR be included in all other VAR regressions?  

Chi-Squared(20) 

51.34 

(0.00)*** 

Reject the null. 

   

Can all other variables be included in the DLI regression? 

Chi-Squared(20) 

52.80 

(0.00)*** 

Reject the null. 

1958:2-2007:4 

Can DLG be included in all other VAR regressions? 

 Chi-Squared(20) 

32.89 

(0.03)** 

Reject the null. 

   

Can DLC be included in all other VAR regressions? 

 Chi-Squared(20) 

24.96 

(0.21) 

Fail to reject the null. 

   

Can DLN be included in all other VAR regressions? 

 Chi-Squared(20) 

48.15 

(0.00)*** 

Reject the null. 

   

Can DLPRI be included in all other VAR regressions? 

Chi-Squared(20) 

54.13 

(0.00)*** 

Reject the null. 

   

Can DLI be included in all other VAR regressions?  

Chi-Squared(20) 

33.82 

(0.03)** 

Reject the null. 

   

Can DR be included in all other VAR regressions? 

 Chi-Squared(20) 

51.69 

(0.00)*** 

Reject the null. 

   

Can all other variables be included in the DLC regression? 

Chi-Squared(20) 

52.83 

(0.00)*** 

Reject the null. 

 

P-Values for Regressions With Deterministic Constant: 10%(*); 5% (**);  1% (***) 
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Table 1.6 

Block Exclusion Statistics with New Data 

Block Exclusion Statistics 

1958:2-2012:4 

Chi-Squared Statistic Null: No 

(P-Value)  

Can DLG be included in all other VAR regressions?  

Chi-Squared(20) 

30.28 

(0.07)* 

 

Reject the null. 

   

Can DLC be included in all other VAR regressions?  

Chi-Squared(20) 

33.77 

(0.03)** 

 

Reject the null. 

   

Can DLN be included in all other VAR regressions? 

 Chi-Squared(20) 

48.05 

(0.00)*** 

 

Reject the null. 

   

Can DLPRI be included in all other VAR regressions? 

Chi-Squared(20) 

54.82 

(0.00)*** 

 

Reject the null. 

   

Can DLI be included in all other VAR regressions? 

 Chi-Squared(20) 

37.86 

(0.01)*** 

 

Reject the null. 

   

Can DR be included in all other VAR regressions?  

Chi-Squared(20) 

44.86 

(0.00)*** 

 

Reject the null. 

   

P-Values for Regressions With Deterministic Constant: 10%(*); 5% (**);  1% (***) 
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Figure 1.1: Real Activity Aggregates 
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Figure 1.2: Real Activity in First-Differences
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Figure 1.3: Regressions Using Old Data 

1958:2-2012:4 
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Chow Test Statistic 

Chi-Squared(120)= 506.55 

with P-value=0.00 

 

 

Figure 1.4: Benchmark Regressions Using Old Data 

1958:2-2007:4 
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Chow Test Statistic 

Chi-Squared(120)= 128.52 

with P-value=0.28 

 

Figure 1.5: Regressions Using New Data and 

Imposed Restrictions 1958:2-2012:4 
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Chi-Squared(120)= 234.47 

with P-value=0.00 

 

Figure 1.6: Regressions Using Extended Data and 

Imposed Restrictions 1948:2-2007:4 
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Chow Test Statistic 

Chi-Squared(120)= 133.65 

with P-value= 0.19 

 

Figure 1.7: Regressions Using State Investment and 

Imposed Restrictions 

1958:2-2012:4 
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Chow Test Statistic 

Chi-Squared(120)= 121.00 

with P-value= 0.46 

 

Figure 1.8: Regressions Using Federal Investment 

and Imposed Restrictions  

1958:2-2012:4 

 



  

33 

 

DLG  

 
Quarters 

DLC 

 
Quarters 

DLN 

 
Quarters 

DLI 

 
Quarters 

 

 

Chow Test Statistic 

Chi-Squared(120)= 114.33  

with P-value= 0.63 

 

Figure 1.9: Regressions Using Non-Defense 

Investment and Imposed Restrictions 1958:2-2012:4 
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Chi-Squared(120)= 117.77 

with P-value= 0.54 

 

Figure 1.10: Regressions Using Defense Investment 

and Imposed Restrictions  

1958:2-2012:4 
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CHAPTER 2 

THE DYNAMIC EFFECTS OF INTERNATIONAL CAPITAL COSTS ON UNITED 

STATES INFLOWS 

2.1 Introduction 

A seminal paper by Froot and Stein (1991) uses an imperfect capital markets approach to 

examine the effect of the dollar exchange rate on capital inflows. Their primary findings are that 

when the dollar exchange rate declines, foreign direct investments (FDI) increase relative to 

trend. These findings, which were also verified by Klein and Rosengren (1992), have provided a 

rudimentary guide for international flows, but only as it relates to foreign direct investment. 

Froot and Stein also find, but they do not highlight, evidence that an increase in the dollar 

exchange rate leads to an increase in inflows from sales of United States (US) Securities. Ding 

and Ma (2013), however, add to these results as they relate to high return currencies (HRC’s) 

like the United States dollar. They generally find, in their dynamic model, that financial 

institutions tend to hold on to HRC’s when the currency is expected to be more valuable in the 

future. The increase in demand for the HRC leads to an appreciation in that currency. Together, 

these findings provide a basic understanding of how international flows respond to exchange 

rates, but the Froot and Stein model is not rich enough to capture all the economically important 

effects.  It is static and lacks some key variables that are important to the discussion relating 

exchange rates in the US to international inflows. 

Root (1978) describes the following scenario under international portfolio investment theory. 

For any two countries with similar incomes, capital flows from country A to country B increase 

if the cost of capital declines in country B relative to its cost in country A, given the exchange
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 rate and other financial market costs and risks. Therefore, adding variables that capture financial 

market costs and risks to the Froot and Stein exchange rate and flow model will tend to reduce 

the omitted variable bias in their empirical model.  

One cost associated with the purchase of capital can be modeled with the Fisher effect.  The 

Fisher effect can be described as relating the nominal interest rate to the rate of inflation through 

the real interest rate.  In Mankiw’s (2012) intermediate macroeconomics textbook the nominal 

rate of interest is expressed as a summation of the real interest rate and the expected rate of 

inflation. Under the Fisher equation, a 1 percent increase in expected inflation leads to a one 

percent increase in the nominal interest rate. This relationship is important as it relates investing 

because direct investors in the United States tend to invest more when the cost of investment is 

lower and because the rewards from holding US securities increase as foreigners hold more US 

securities. Hence, the economic question becomes: what is the effect of the exchange rate on 

inflation and the interest rate and what are the resulting effects of inflation and the interest rate 

on foreign direct investment inflows and/or inflows from foreign purchases of United States 

securities?  Answering these questions allows us to know the transmission channel(s) through 

which exchange rates might affect both foreign direct investment and foreign purchases of US 

securities. 

Other writers, in addition to the Froot and Stein study, examine the effect of exchange rate 

volatility on capital inflows.  Specifically, empirical studies by Goldberg (1993), Goldberg and 

Kolstad (1995) and Cavallari and D’Addonna (2012), as well theoretical studies by 

Aizenmann(1992) and Sung and Lapan(2000), present evidence that an increase in exchange rate 

volatility increases direct investment inflows. Here, we examine instability in inflows resulting 

from structural shocks rather than variability in exchange rates. We rationalize the substitution of 
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structural shocks for exchange rate variability by conceding that exchange rate variability leads 

to significant increases in inflows and posing an important question. We ask: could inflows be 

responding to structural factors (or shocks) that are not be embodied in the second moment of the 

exchange rate? 

Additionally, we contribute to the current literature by examining the dynamic interactions 

between exchange rates, inflation, interest rates and international flows. This is important 

because presently there is no study in relevant literature that we can find that accounts for 

changes occurring in the interest rate and inflation. Although monetary policy has played a large 

role in forming inflation and interest rate expectations (see Goodfriend, 1991, for a brief history 

on monetary policy influences on inflation and interest rates), as indicated by the period between  

1979:4 and 1982:3, its role is not fixed over time. On the other hand, as our study will show, 

there have been some structural changes in interest rates and inflation that provide significant 

evidence for the transmission channels through which the exchange rate might affect flow 

variables.   

In essence, we acquiesce to the relevant literature mentioned above by examining the 

effect of one standard deviation shocks to the exchange rate, to inflation and to interest rates on 

direct investment inflows and inflows from United States securities sold abroad. To test this 

effect we use two sets of 4-variable, over-identified SVAR’s: one for FDI and one for securities. 

A one standard deviation shock to inflation reduces foreign direct investment inflows while a 

positive shock to the interest rate reduces inflows from US securities. Shocks to FDI are 

independent of exchange rate shocks, securities may be indirectly affected by exchange rate 

shocks (although, they are directly affected by exchange rate shocks), and shocks to inflows lead 

to an appreciation in the dollar. Our results are stronger when we control for structural breaks in 
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the data. Finally, our empirical model helps to explain the large influx of FDI into the United 

States from 1979:4 to 1982:3. 

Our paper is organized as follows. In Section 1.2 we describe the data used in our benchmark 

estimations. Section 1.3 explains our empirical methods. We present results of exclusion tests in 

section 1.4, while Section 1.5 presents our results. In section 1.6 we conclude. 

2.2 Data Description 

We begin our analysis by describing the data used in our estimations. We use three series in 

our analysis to capture the real cost of investment. These costs are measured from the log of the 

real effective exchange rate based on manufacturing labor cost (EXR), the percent change in the 

consumer price index (INF), and the effective federal funds rate (FFR). Each is collected from 

the federal reserve bank of St. Louis database (FRED). We average monthly observations to 

obtain quarterly values for INF. Our flow series include: foreign direct investment (FDI) and 

inbound flows to the US from United States securities (SEC). The flow variables can be found 

on lines 64 and 65 of Table 2.1 in the international transaction accounts (ITA) ledger of the 

Bureau of Economic Analysis (BEA) website. In our empirical model we express the flow 

variables as a percentage of nominal gross domestic product, also collected from FRED.  Our 

initial range of observations is 1970:1-2013:4.  

Figure 2.1 presents time series plots of the levels of the logarithm of EXR as well as the 

levels of INF and FFR. These series in conjunction with our investment flow series (depicted in 

Figure 2.2) are used in our regressions. In the plots for the quarterly investment cost series there 

are three series labels: “1970:1-1979:3,” “1979:4-1982:3,” and “1982:4-2013:4”.  We refer to 

these as our “early”, “intermediate”, and “current” ranges of data, respectively. The EXR series 

trends downward over both the early and current ranges of data. Over the early range of data, 
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however, we observe an upward trend in INF as well as FFR and a downward trend in those 

same series in the current range of data.  None of these variables appear to revert to a mean value 

over the shortened dates, but INF and FFR appear to be stationary over the sum of the data 

ranges.  

Note that special attention should be paid to the anomalous paths of the series in the 

intermediate range, as EXR trends upward, inflation trends downward and the interest rate trends 

effectively upward until 1981 and effectively downward afterward.  In a test presented later we 

provide evidence that our data incurs a structural break change from uncertainty in the real 

interest rate during that intermediate period where there was not a consistent federal funds rate 

target (i.e. 1979:4 to 1982:3). Figure 2.2 presents flow data. These data appear to be highly 

volatile, but stationary.  

Now, to formally determine whether the data are stationary in levels or in first-

differences we perform unit root tests. We determine the number of lags to include in each test 

by fitting each series to a univariate ARIMA model. Table 2.1 presents the Lee and Strazicich 

(L&S) unit root statistics which accounts for a structural break in the data, as well as the Dickey 

and Fuller (D&F) statistics which account for no structural breaks in the data. Note the point of 

the L&S test is to present evidence for or against the presence of an abrupt change in the level of 

a series.  

In our tests, we employ our entire range of useable observations from 1970:3 to 2013:4. 

We reject the null hypothesis of a unit root for all series except EXR, using the L&S statistics 

since they are relatively large. Additionally, we find evidence of a structural break in the level of 

every series except SEC since the p-values on those break dates are small enough to reject the 

null hypothesis that the break date coefficients are significantly different from zero. We conclude 
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that there is a significant structural break in INF and FFR in 1981:1 and a significant structural 

break in FDI in 2000:2. We overlook the significance of the structural break in EXR since it is 

not stationary in levels. 

In addition, we employ our Dickey and Fuller tests on the first difference of EXR and the 

level of SEC. These tests do not account for structural changes. We use the D&F test on the first 

difference of EXR because it is not stationary in levels, and we use the D&F test on the level of 

SEC because it does not exhibit evidence of structural breaks.  The D& F statistic is large enough 

to indicate that the null hypothesis of a unit root for the first difference in EXR is rejected. 

Similarly, D& F statistics for SEC (estimated with a deterministic trend) is large enough to reject 

the null hypothesis of a unit root. With L&S as well as the D&F tests in consideration, we use 

the first- difference of the exchange rate and the levels of all other variables in our empirical 

model. 

Now, in the bottom of Table 2.1, we provide Chow forecast statistics for both the FDI 

VAR(2) and the SEC VAR(2). We show that the period from 1979:4 to 1981:3 is a structural 

outlier from all other periods in our data. We will discuss the variables in each VAR in more 

detail later. For now, we will point out that we use those VAR’s to conduct Chow Forecast Tests.  

For both VAR’s we reject the null hypothesis that there is not a structural change in the data over 

the period 1979:4 to 1982:3 relative to the preceding periods from 1970:1-1979:3.  We also 

reject the null hypothesis that that there is no structural change over the period 1982:4-2013:4 

relative to the preceding periods from 1979:4-1982:3. Both times the null hypothesis is rejected 

at the 99% level of confidence. From these results, we can faintly conclude that the period from 

1979:4 to 1982:3 was likely an anomaly as it relates to capital costs affecting inflows.  



  

40 

 

Finally, since we use a different data set than they use, we attempt to replicate the findings 

from Froot and Stein (1991). We want to make sure our estimates are comparable to the ones 

they get in their static model. The sample period they use ranges from 1973-1988, annually. 

Table 2.2 presents Froot and Stein’s estimates (column 1 and 4) as wells as our replicated annual 

and quarterly estimates (columns 2 and 5 as well as 3 and 6, respectively). Columns 1, 2 and 3 

provide estimates indicating that our FDI and exchange rate data is comparable to their data; 

meanwhile, column 4 through 6 shows that our securities data is also comparable.  

In columns 2 and 3 we see that the exchange rate has an inverse relationship with FDI. We 

can reject the null hypothesis that the negative coefficient on the exchange rate variable is equal 

zero with a 0.01 level of marginal significance.  Also, columns 2 and 3 shows that the coefficient 

on the linear trend in each regression is significantly different from zero at the 1% level of 

confidence and positive. The Froot and Stein regression (4) as well as our annual and quarterly 

regressions (5 and 6, respectively) indicate that inflows from foreign purchases of US securities 

are positively related to the exchange. We can reject the null hypothesis the exchange rate 

coefficients are equal zero with at least a 10% level of marginal significance. The signs, size and 

significance of our regression coefficients are comparable to what we observe in Froot and 

Stein’s regressions. 

In summation, Table 2.2 provides static evidence that inflows are related to the exchange 

rate, but we believe the Froot and Stein model should be modified. First, Froot and Stein argue 

that foreign firms invest more in the United State when exchange rates fall. We check to see 

whether this is a phenomenon that can be detected in a higher frequency, dynamic data.  Second, 

the regressions in Table 2.2 indicate evidence that our data is comparable to the data used by 

Froot and Stein. Including the inflation rate and the interest rate alongside the exchange rate, 
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then, should yield an empirical model that has a better ability to fit the data. Third, we redefine 

the Froot and Stein model as a dynamic model using a VAR rather than a linear regression. We 

suggest the idea that movements in exchange rates, interest rates, inflation and inflows are 

codependent in a dynamic auto-regressive process.  Note, this is inherently suggested from the 

application of the structural VAR empirical model.    

2.3 The Structural Model and Identification 

We identify EXR shocks by estimating the following structural vector auto-regression 

(VAR): 

       ( )                                                                                                                                 (   ) 

Here,     is the vector of economic variables including: DEXR, INF and FFR alongside 

either FDI or SEC. “D” indicates that a variable is expressed in first-differences. Hence, only 

DEXR displays percent changes.   is a deterministic vector containing the constant term in each 

regression. We will later include binary variables as deterministic terms to see if our benchmark 

results are robust to results affected by monetary policy in the early 1980’s. We will also check 

to see how our benchmark results are affected by structural changes in interest rates and inflation 

by using a other binary variables.  A(L) is a polynomial lag operator with 2 distributed lags ( i.e. 

VAR(2)). The vector    is the vector of VAR residuals.  Note that the reduced form residual can 

be defined as        , where     is the vector of structural shocks. The respective VAR 

residuals                                       can be used to recover the structural shocks 

in     (i.e.                                   ). This can be done by making assumptions 

sufficient to allow the identification of B.  
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If we use a Choleski decomposition to identify B we can write:
 7
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where B is the four-by-four diagonal matrix. In Equation 2 the DEXR is ordered first. Identifying 

the shock to the exchange rate variable by ordering it first makes its identification independent of 

the way the other shocks are identified (Christiano et al., 1999). Since the ordering and Choleski 

decomposition makes exchange rates econometrically exogenous to all other variables, we can 

replicate the direction of causality from Froot and Stein, here in our dynamic model. That is, 

Froot and Stein’s model inherently assumes the exchange rate moves independently of flows 

since it is the independent variable and flows are the dependent variable. 

Notice that three of the members of B in equation 2 are of the form “   (  )”.  The 

estimated value of these terms are economically small and the bootstrapped standard errors 

imply that they are each not significantly different from zero.  This is an interesting result for the 

following reason.  First, note that the Choleski decomposition imposes the assumption that no 

other structural shock has an immediate effect on the dollar exchange rate.  So then adding the 

restrictions               8 precludes the exchange rate from having an immediate impact 

on flows or INF and FFR. This implies a shock to exchange rates will lead to an impact effect on 

nothing other than itself, a finding that is in direct conflict with the Froot and Stein model. 

                                                 
7 When                                 , we are referring to FDI VAR(2) and when 

                                we are referring to SEC VAR(2). 

8
 Restriction       is not applied to the SEC VAR. 
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Alas, we test the null hypothesis that these additional restrictions are binding using a 

likelihood ratio test (See, for example, Cover and Mallick (2012).). In our initial estimations we 

fail to reject our over-identifying restrictions in the FDI VAR(2) as well as the SEC VAR(2). 

Hence, the impact effect on flow variables, INF and FFR from a shock to exchange rates are 

forced to be zero. We fail to reject this set of over-identifying restrictions for every empirical 

model we estimate in this paper. The test statistics for these over-identifying restrictions are 

provided in the results section.  Note that this is the identification scheme used in all estimations. 

2.4 Exclusion Tests 

This section examines our single regression exclusion restrictions for our two vector 

auto-regressions. In Table 2.3 the regressions on the left exhibit the exclusion tests for the 

foreign direct investment VAR and the regressions on the right exhibit the VAR for securities 

inflows. Row 1 in both sets of regression indicates that lags of the exchange rate help to forecast 

itself and the interest rate (columns 1 and 4 in each set of regressions). Those small p-values 

allow us to reject the null hypothesis that lags of the exchange rate are not jointly different than 

zero in the exchange rate and interest rate (FFR) regressions. So it is conceivable that exchange 

rates affect the cost of investment in physical capital as well as the cost of financial investment 

through the nominal interest rate.  

Thus, if the p-values for lags of INF and FFR are also low enough to reject the null 

hypothesis of no joint significance in the inflation and interest rates regressions (columns 3&4 in 

the FDI and the SEC regressions), then, in theory, they should also contribute to the forecasting 

of flow variables. Seemingly, what Table 2.3 displays is that the lags of inflation jointly 

determine FDI, since we can reject the null hypothesis that lags of INF are not jointly important 

in the FDI regression (FDI regressions, row 3 and column 2). What we also find, however, is that 
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lags of FDI flow are jointly significant in predicting themselves (row 2, column 2 in each FDI 

regressions). Similarly, lags of SEC are jointly significant in predicting SEC (row 2 and column 

2 in SEC regressions), and the exchange rate (row 2, column 1 in SEC regressions). 

Unfortunately, though, the interest rate channel, or inflation channel, that exchange rates should 

work through is not clear from these single-equation test statistics.  

Consequently, we test to see if lags of all other nondependent variables in each VAR are 

jointly significant in each regression
9
. This is shown in the row labeled “All Other Lags”.  The 

test statistics imply that all lagged nondependent variables in each VAR are jointly different from 

zero with at least a 70% level of confidence. We note that linear exclusion restrictions provide a 

superficial level of forecasting within a vector auto-regression, because a VAR is a complex 

method of estimation. From this, we feel fairly confident that these variables interacting in a way 

that requires this dynamic, multivariate analysis.  The results presented below support this. 

2.5 Results 

2.5.1  Benchmark Results for FDI 

Figures 2.3 present our benchmark results for the FDI VAR(2).  We display the 

accumulated responses for DEXR (row 1) with the level responses for FDI, INF and FFR (rows 

2-4). The figures depict the responses of each variable 25 quarters after the impact of a one 

standard deviation shock to DEXR, FDI, INF and FFR. The center line in each graph is the mean 

value obtained from bootstrapping the impulse response using 2000 draws. The other lines 

                                                 
9Note that in the row labeled all other lags: the DEX regressions jointly excludes flow variable 

lags, and INF and FFR lags; Flow variable regressions jointly exclude DEX, INF and FFR lags; 

INF regressions jointly exclude DEX and FFR lags as well as flow variable lags; FFR 

regressions jointly exclude DEX lags, lags of the flow variables and INF lags.  
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represent 68% and 90% bootstrapped confidence intervals.  Also note we fail to reject the null 

hypothesis that our over-identifying restrictions are binding using a Chi-squared statistic with 3 

degrees of freedom and a marginal significance level of 0.54. This describes the results discussed 

below. 

From the first graph in column 1 of Figure 2.3 one can see that a one standard deviation 

shock to DEXR leads to an approximate 2.1% increase in in the exchange rate which rises to 

2.7% by about two quarters later.  The vast majority of the response of the dollar exchange rate 

to its own shock appears to be permanent.  After 5 quarters the response returns to about 2.3% 

and there is very little change in the mean response and the standard error bands thereafter.  

Hence, we can conclude that a shock to DEXR is typically a permanent change in exchange rates 

whose impact effect is between 2 and 2.4 percent.   

The next three responses in column 1 of Figure 2.3, going from top to bottom, are those 

of FDI, INF and FFR.  The impact effect on these variables is not significantly different from 

zero, as they are restricted to be so from our over-identifying restrictions. The mean response of 

FDI increases at first, then decreases and then hovers around zero, while the mean responses of 

INF and FFR decline and remain negative for the remaining 25 quarters. At the 68% and 90% 

level of confidence, the response of FDI is not significantly different from zero. The 68% 

standard error bands indicate a persistent significant decline in inflation between quarters 2 and 

11 after the impact and a permanent and significant decline in the interest rate.  At the 90% level 

of confidence, INF is not significantly different than zero; on the other hand, FFR is permanently 

reduced using the 90% standard error bands between quarters 1 and 11 after the shock. 

Now we will describe the responses of shocks to FDI, INF and FFR in Figure 2.3 with 

much more brevity than we have described responses to a shock in DEXR. A one standard-
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deviation shock to any of the variables in columns 2 through 4 has an impact effect of zero on 

DEXR (row 1, columns 2-4).  The mean response of those responses becomes effectively 

positive over the remaining 25 quarters. The response of the exchange rate to a shock in FDI 

becomes significant between quarters 2 and 14 after the shock (row 1 and column 2) at the 90% 

level of confidence. Additionally, the response of the exchange rate to a shock in the interest rate 

becomes significant after quarter 4 (row 1 and column 4) at the 90% level. The impact effect on 

each variable in response to itself is positive and significantly different from zero at the 90% 

level of confidence (i.e. 1.75% for FDI in row 2 of column 2, 0.003% for INF in row 3 of 

column 3, and 0.7% for FFR in row 4 of column 4). Each of those responses returns to their long 

run means of zero by at least 10 quarters out.  

The significant “off diagonal” interactions are as follows. Shocks to the interest rate lead 

to an impact effect of zero on inflation which becomes positive and significant between quarters 

1 and 8 after the impact (row 3 and column 4). The impact effect of inflation on the interest rate 

is 0.3% but its positive response is only significant at the 68% level of confidence, 3 quarters 

after the shock (row 4 and column 3). The effect of a shock to inflation on FDI has an impact 

effect of zero. FDI, though, is effectively reduced to -.05% at the 90% level of confidence 

between quarters 2 and 13 after the shock (row 2 and column 3). 

In summary, the preceding results indicate the exchange rate has no effect—direct or 

indirect—on FDI inflows, but there is a price effect on FDI inflows. Specifically, a shock to the 

exchange rate has an effect on FFR, but a shock to FFR has no effect on FDI.  So while higher 

inflation reduces FDI, a shock to FFR increases EXR with no effect on FDI. Thus, we can 

conclude that a shock to FDI and a shock to FFR affect the exchange rate, but the exchange rate 

does not affect FDI, rather inflation does. 
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2.5.2 Benchmark Results for SEC 

  Our benchmark results for the SEC VAR(2) are presented in Figure 2.4.  We display the 

accumulated responses for DEXR (row1) with the level responses for SEC, INF and FFR (rows 

2-4). The response of each variable 25 quarters after the impact of a one standard deviation 

shock to DEXR, FDI, INF and FFR is depicted. The mean response value is obtained from 

bootstrapping the impulse response using 2000 draws, and is the line solid, center line. The other 

lines are the 68% and 90% bootstrapped confidence intervals.  Here we fail to reject the null 

hypothesis that our over-identifying restrictions are binding using a Chi-squared statistic with 2 

degrees of freedom and a marginal significance level of 0.60. This describes the results discussed 

below. 

From the first graph in column 1 of Figure 2.4 one can see that a one standard deviation 

shock to DEXR leads to an approximate 2.1% increase in in the exchange rate which rises to 

2.7% by about two quarters later.  The vast majority of the response of the dollar exchange rate 

to its own shock appears to be permanent.  After 5 quarters the response returns to about 2.3% 

and there is very little change in the mean response and the standard error bands thereafter.  

Hence, we can conclude that a shock to DEXR is typically a permanent change in exchange rates 

whose impact effect is between 2 and 2.4 percent.   

The next three responses in column 1 of Figure 2.4, going from top to bottom, are those 

of SEC, INF and FFR. The impact effect on SEC is 0.25% and significant at the 90% level of 

confidence. The impact effect on INF and FFR is not significantly different from zero, as they 

are restricted to be so from our over-identifying restrictions. The mean response of SEC declines 

and then hovers around zero, while the mean responses of INF and FFR decline and remain 

negative for the remaining 25 quarters. At the 68% and 90% level of confidence, the response of 
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SEC is not significantly different from zero beginning 1 quarter after the shock. The 68% 

standard error band indicates a persistent significant decline in inflation between quarters 1 and 

15 after the shock and a permanent and significant decline in the interest rate, respectively. At 

the 90% level of confidence, there is a temporary decline in inflation between quarters 3 and 6 

after the impact. On the other hand, FFR is persistently reduced using the 90% standard error 

bands for 14 quarters out. 

Now, the responses of shocks to SEC, INF and FFR can be described as follows. A one 

standard-deviation shock to any of the variables in columns 2 through 4 has an impact effect of 

zero on DEXR (row 1, columns 2-4).  The mean response of those responses becomes effectively 

positive over the remaining 25 quarters. The response of the exchange rate to a shock in SEC 

becomes significant between quarters 1 and 3 after the impact at the 90% level of confidence. 

Also, the response of the exchange rate to a shock in the interest rate becomes significant after 

quarter 4 and also at the 90% level. The impact effect on each variable in response to itself is 

positive, significantly different from zero at the 90% level of confidence (i.e. 1.75% for SEC in 

row 2 of column 2, 0.27% for INF in row 3 of column 3, and 0.70% for FFR in row 4 of column 

4). Each of those responses returns to their long run means of zero by at least a year later.  

The significant off diagonal interactions are as follows. Shocks to the interest rate lead to 

an impact effect of zero on inflation which becomes positive and significant between quarters 1 

and 9 after the impact (row 3 and column 4). The effect of a shock to inflation on SEC has an 

impact effect of zero. SEC, however, is reduced to -0.1% at the 90% level of confidence between 

quarters 4 and 12 after the shock (row 2, column 4). The impact effect of inflation on the interest 

rate is 0.3% but is not significant beyond that point except at the 68% level of confidence (row 4 

and column 3).  
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Here there appears to be a temporary, direct effect of the exchange rate shock on SEC, a 

persistent, indirect effect of EXR shock on securities (by way of an FFR shock), and the shock to 

SEC has a weaker effect on EXR than does the shock to FDI.  The exchange has a direct effect 

on securities and securities have a direct effect on the exchange rate, the effect of a shock to 

securities on the exchange rate is more persistent and, hence, stronger. Also, a shock to the 

interest rate raises the value of the dollar and reduces inflows from securities; moreover, a 

positive shock to the interest rate leads to a crowding out effect SEC. Because of the perspective 

that the US dollar is a high return currency (i.e. as posited by Ding and Ma) foreign purchases of 

US securities are crowded out when interest rates are high. The reason is because foreigners have 

limited access to the preferred currency relative to their American counterparts 

2.5.3 Structural Breaks 

This section tests the strength of our results while accounting for the structural breaks that 

we found to be significant in our individual series using our unit root tests. In our FDI VAR(2) 

we have two binary variables that we include as deterministic variables. The first one of these 

takes on a value of 0 before 1981:1 and a value of 1 otherwise, while the second takes on a value 

of zero before 2000:2 and 1 otherwise.  The SEC VAR(2), however, only includes the first 

dummy variable that takes on a value of 0 before 1981:1 and a value of 1 otherwise. Again, the 

mean responses are bootstrapped using 2000 draws and we use 68% and 90% bootstrapped 

standard error bands.  The responses of DEXR are accumulated in both empirical models. We, 

again, fail to reject the null hypothesis that the over-identifying restrictions are binding for the 

FDI VAR(2)  and the SEC VAR(2) (with marginal significance levels of 0.27 and 0.30 

respectively). These results are presented in Figures 2.5 and 2.6. 
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To be concise, responses in Figure 2.5 are not vastly different than the responses in 

Figures 2.3 and responses in Figure 2.6 are not vastly different that responses in Figure 2.4. 

When we account for structural changes in the levels of the interest rate, inflation and FDI, 

however, an interest rate shock results in an effectively insignificant response in EXR at the 90% 

level of confidence (row 1 and column 4 in both Figure 2.5 and Figure 2.6).  But now we see that 

a positive shock to inflation has a positive impact effect on interest rates and raises the return on 

securities 3 periods after a shock at the 90% level (row 4, column 3 in Figure 2.6). While in 

Figure 2.5 a positive shock to inflation has a positive impact effect on the interest rate and raises 

the return on FDI 10 periods after the shock also becomes significant at the 90% level (row 4 and 

column 3).  Also note that accounting for those structural changes makes our results appear more 

significant (i.e. our error bands are “tight” around the mean response) and, hence, stronger (see 

row 2, column 3 in Figure 2.5 and row 2 column 4 in Figure2.6). 

So, when we control for structural breaks in the interest rate, inflation and FDI the price 

effect on FDI and the crowding in effect on US securities are stronger than in the benchmark 

models. Now, though, there is more evidence of a Fisher effect occurring in the short and very 

long run since a shock to inflation has a positive impact on the interest rate which dies out and 

reoccurs about 4 years later. There is, however, less evidence of interest rates shocks affecting 

the exchange rate in this instance.  

2.5.4 An Anomaly in the Data 

This section provides evidence that speculation surrounding valuation in the exchange rate 

play a large role in securities demand rather than direct investment demand. We do this by 

repeating our estimations from above and controlling for the period ranging from October 1979 

to October 1982, which we discussed above.  Specifically, we include a deterministic binary 
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variable in both the FDI and SEC regressions that takes on a value of 1 from 1979:4 to 1982:3 

and zero otherwise. These results are reported in Figures 2.7 and 8. Also, we fail to reject that the 

over-identifying restrictions are binding with the same levels of marginal significance from 

sections 2.1 and 2.2 in our results. 

In both Figures 2.7 and 2.8 there are some commonalities. Both Figures exhibit a weaker 

response in the exchange rate resulting from a shock to the interest rate when controlling for the 

period from 1979:4 to 1982:3. The response of DEXR to an FFR shock in Figure 2.7 (row 1, 

column 4), is positive and significant at the 90% level of confidence between quarters 4 and 13 

after the shock. It was permanently positive after the fourth quarter with a 90% level of 

confidence in Figure 2.3.  In Figure 2.8 the response of the exchange rate to a shock to FFR is 

not significantly different than zero (row 1 and column 4). In Figure 2.4 we presented a 

permanent increase in the exchange rate at the 90% level of confidence after 4 quarters out.  

In addition, there are results that arise in the FDI VAR( 2) that do not arise in the SEC 

VAR(2), and vice versa, that are different than what we observed in our benchmark regressions. 

It appears that during the period from 1979:4 to 1982:3 a one standard deviation shock to 

inflation led to an effective decline in FDI between quarters 2 and 25 after the shock (row 2 and 

column3). The decline in FDI in Figure 2.3 was barely significant at the 90% level of confidence 

between quarter 2 and 13 after the impact.  Too, the response of the exchange rate resulting from 

a shock to FDI during that time made the dollar much stronger much longer. Specifically, the 

response of the exchange rate in Figure 2.7 is positive and significant at the 90% level of 

confidence between 2 and 25 quarters after the shock (row 1 and column 2). In Figure 2.3, the 

analogous response was insignificant only between 2 and 14 quarters after the impact (row1 and 

column 2). Also note that the response of inflation to a shock to the exchange rate is never 
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significantly different from zero at the 90% level of confidence in the SEC regressions in Figure 

2.8 (row 3, column 1). This is different than what is observed in Figure 2.4.   

In total, the observed responses in FDI and SEC during the period 1979:4 to 1982:3 appears 

to be a complete result of a price effect unrelated to the exchange rate and a crowding effect 

indirectly related to the exchange rate. Our results indicate that the response of FDI declines in 

relation to a positive shock to inflation. That response of FDI is relatively strong during the 

period.  If this relationship holds true, then the large influx of FDI which Matoloni (2000) 

attributed to the how the dollar was viewed as undervalued by foreigners during this period of 

time can be explained as an extreme reduction in price level. This likely resulted from a 

consistent a decline in aggregate demand after the oil crisis of the 1970’s (for more on the oil 

crisis see Baumol and Blinder (2011)).  Moreover, the persistence of monetary policy to increase 

interest rates during this period, as mentioned in the study by Goodfriend (1991), supports the 

notion that real interest rates were too low. Even though prices were effectively falling, the rate 

of inflation was consistently above the effective interest rate as shown in the last row of Figure 

2.1. 

 Once again, we see that the response of FDI declines in relation to a positive shock to 

inflation and the responses of FDI are relatively strong during the period 1979:4 to 1982:3.  So, 

the large influx of FDI which Matoloni (2000) attributed to the how the dollar was viewed as 

undervalued by foreigners during this period of time can be better explained by the extreme 

reduction in inflation, which is observed in Figure 2.1.  Moreover, the negative shock to inflation 

over that period likely led to an increase in the value of the dollar, since our models consistently 

confirm that flow variables directly affect the exchange rate.  
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2.6 Conclusion 

In conclusion this paper achieves three goals. First, we provide evidence that FDI responds 

negatively to a positive inflation shock. Second, we provide evidence that the dollar is a high 

return currency since SEC responds negatively to an interest rate shock. Lastly, we provide 

evidence that perceptions of the dollar were favorable between 1972:4 and 1982:3.     

Primarily, there is a need to reconcile our findings with those in Froot and Stein (1991). Our 

findings indicate two things that may better define the findings from their study: the direction of 

causality may be mis-specified in the Froot and Stein model and omitting interest rates and 

inflation subject their results to an omitted variable bias. On one hand, the inverse relationship 

between FDI and exchange rates may be caused by a downward bias from an omitted variable 

that is so extreme that the coefficients in the Froot and Stein regressions that the FDI coefficients 

are negative. On the other hand, although it makes sense to assume that changes in the exchange 

rate affect inflows, our results indicate that it may be that inflow shocks positively affect the 

exchange rate. This finding is important because so many studies have promoted that exchange 

rates affect flows without question (i.e. Goldberg (1993), Goldberg and Kolstad (1995) and 

Cavallari and D’Addonna (2012), Aizenmann(1993) and Sung and Lapan (2000) Moreover, the 

price effect on FDI indicates that Blonigen’s(1997) conclusion that firm specific assets drive FDI 

may be a result of factor costs, and Campa’s(1993) conclusion that FDI during the 1980’s was a 

result of hysteria may be exhibited in this result.  

Secondly, every one of our sets of results indicate that securities respond inversely to an 

interest rate shock, which, only make sense if we assume that relative perceptions on the US 

dollar lead to crowding effects. The findings in Ding and Ma (2013) point to high return 

currency theories as the catalyst. Further, these findings establish that since the dollar is a high 
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return currency, then investments in the US do not occur because of rate differentials (Studies 

examining the “interest rate differential” theory include Landefeld, Lawson and Weinberg (1992) 

Mataloni (2000), Bosworth et al (2007), and Bridgman (2014)). Instead, we contend they occur 

because of relative perceptions of the returns that cause a crowding in effect when interest rates 

are low and a crowding out effect when interest rates are high. 

Lastly, the findings on FDI are elucidated over the period from 1979:3 to 1982:4. This is 

important because accounting for this period has allowed us to align historical events to our 

empirical results. From this, one can assume that we have made accurate assumptions about our 

model and about how international flows interact with inflation, interest rates and, most 

importantly, exchange rates.   
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Table 2.1 

Stationarity Tests with and without Structural Breaks 

 Stationarity Tests with and without Structural Breaks (1971:03-2013:04) 

Tests with 1 Break 

Variable EXR INF FFR FDI SEC 

Fixed Lags 1 4 3 1 1 

L&S Statistic on Level -1.94 -3.84*** -4.23** -5.19*** -6.75**** 

      

Break Date 1 1994:01 1981:01 1981:01 2000:02 1998:02 

 P-value for One-Tailed Test 0.10* 0.06* 0.00*** 0.05* 0.97 

      

Tests without Breaks 

Fixed Lags 1 -- -- -- 1 

D&F Statistic on Levels -- -- -- -- -6.44*** 

D&F Statistic on Differences  -8.40*** -- -- -- -- 

Indicators of Marginal Significance Levels : 10 %(*); 5% (**);  1% (***) 

  : The period from 1979:04-1982:03 is not structurally different than the period from the period from 1970:01-1979:3. 

FDI VAR(2): F(48,28)=11.82 with Significance Level 0.00*** 

SEC VAR(2): F(48,28)=8.07 with Significance Level 0.00*** 

    The period from 1982:04-2013:04 is not structurally different than the period from the period from 1979:01-1982:03. 

FDI VAR(2): F(500,4)=           with Significance Level 0.00*** 

SEC VAR(2): F(500,4)=            with Significance Level 0.00*** 
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Table 2.2 

Froot and Stein Replications 

 

(
       

   
)
 
             

1973-1988 

Dependent Variable 

 (1) (2) (3) (4) (5) (6) 

 F&S 

Results for 

FDI 

FDI 

Replication 

QFDI 

Replication 

F & S 

Results for 

Securities 

 SEC 

Replication 

QSEC 

Replication 

Independent Variable       

 

Exchange Rate 

 

-0.07 

(0.03)*** 

-0.11 

 (0.04)*** 

 

-0.03 

(0.01)*** 

0.09 

(0.03)*** 

0.08 

(0.03)** 

0.02 

(0.01)*** 

Trend 0.13 

(0.02)*** 

  0.64  

 (0.09)*** 

0.04 

(0.00)*** 

0.01 

(0.03) 

0.07 

(0.09) 

 0.00 

(0.00) 

       

   0.71 0.80 0.47 0.55 0.40 0.20 

Indicators of Marginal Significance Levels: 10%(*); 5% (**);  1% (***) 

Note: Standard errors are in parentheses 

 

 

 

 

 

 

 

Table2. 3 

Exclusion Restrictions 

Exclusion Restrictions 

 FDI Regressions  SEC Regressions 

Independent  

Variable 

Lags 

Dependent Variable Independent 

Variable 

Lags 

Dependent Variable 

DEX FDI INF FFR DEX SEC INF FFR 

DEX 0.00*** 0.38 0.58 0.03** DEX 0.01*** 0.82 0.57 0.03** 

 (     )      (     )     

FDI 0.15 0.00*** 0.48 0.82 SEC 0.00*** 0.00*** 0.94 0.97 

 (     )      (     )     

INF 0.52 0.08* 0.00*** 0.00*** INF 0.39 0.72 0.00*** 0.00*** 

 (     )      (     )     

FFR 0.28 0.72 0.00*** 0.00*** FFR 0.13 0.39 0.00*** 0.00*** 

 (     )      (     )      

All Other 

Lags 0.19 0.18 0.00*** 0.00*** 

All Lags 

0.01*** 0.29 0.00*** 0.00*** 

 (     )      (     )     

Indicators of Marginal Significance Levels : 10 %(*); 5% (**);  1% (***) 
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Figure 2.1: Variables Affecting the Cost of International Investment 
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Figure 2.2: International Investment Variables
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Figure 2.3: FDI Benchmark Results 
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Figure 2.4: SEC Benchmark Results 
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Figure 2.5: FDI Results with Structural Breaks 
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Figure 2.6: SEC Results with Structural Breaks 
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Figure 2.7: FDI Results Including Anomalous Period 
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Figure 2.8: SEC Results Including Anomalous 

Period   
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